BClIs for Everyone, Everyday: Generalized Machine Learning
Models for Decoding of Human Brain Data

Zoe Steine-Hanson

A dissertation
submitted in partial fulfillment of the

requirements for the degree of

Doctor of Philosophy

University of Washington
2024

Reading Committee:
Rajesh Rao, Co-Chair
Bing Brunton, Co-Chair
Matt Golub

Program Authorized to Offer Degree:
Computer Science and Engineering



© Copyright 2024

Zoe Steine-Hanson



University of Washington

Abstract

BCls for Everyone, Everyday: Generalized Machine Learning Models for Decoding of Human Brain Data

Zoe Steine-Hanson

Co-chairs of the Supervisory Committee:

Professor Rajesh Rao

Computer Science and Engineering

Professor Bing Brunton

Biology

Brain Computer Interfaces (BCIs) offer immense potential to enhance the quality of life for individuals
worldwide, spanning applications in prosthetics, mental health, and virtual reality. Recent advancements
in deep learning techniques and the exponential growth of available data have significantly improved BCI
research and neural decoding over the last decade. However, there remains a critical need to extend the
applicability of these systems to everyone, everyday. While much of the current BCI research has focused
on developing neural decoders for individuals performing specific experimental tasks, the true potential of
BClIs lies in their real-world applicability. To achieve broad BCI use, we must enhance key aspects of
BCI systems, such as their ability to generalize across users, be robust to natural behaviors, and provide
inclusive user experiences. This thesis addresses these challenges by exploring various components of BCI
systems to improve their real-world applicability. Chapter [3|introduces HTNet, a deep learning neural de-
coder for ECoG data that is robust to naturalistic movement behaviors in humans, and individual variability.
Building on this work, Chapter ] extends the HTNet model to cognitive behaviors in EEG, highlighting its
task-relevant robustness. Chapter [5] explores the structure of naturalistic human neural data by extracting
estimates of neural manifolds and describing their geometry. We find that naturalistic neural activity resides

within similarly aligned low-dimensional neural manifolds across movement types, days and individuals, po-



tentially indicating a shared manifold for natural behavior. Chapter || explores various strategies to enhance
the robustness of neural decoders to naturalistic human neural data. These strategies include decoding com-
plex movement information, leveraging unlabeled naturalistic neural data through self-supervised learning,
and decoding from neural manifolds. While the majority of this thesis focuses on machine learning im-
provements for BCI systems, Chapter 7] explores another aspect of BCI systems — the user experience. This
chapter investigates gender gaps in BCI performance and uses human-computer interaction techniques to
understand how aspects of the user interface influence BCI performance. In the concluding chapter (Chap-
ter[8), we propose suggestions for future research to further develop innovative neural decoders that are not

only robust to naturalistic behaviors and individual variability, but also designed with everyone in mind.



Acknowledgements

Thank you to the many people who have supported me throughout this journey. Thank you to my advi-
sors, Prof. Rajesh Rao and Prof. Bing Brunton, who both gave me great guidance, feedback and advice
throughout the many years. I especially appreciate their feedback on my NSF fellowship proposal, which
helped me to win the award and gain research freedom. I also appreciate the encouragement they gave me
to pursue internships in industry, which ultimately gave me the opportunity to immerse myself in potential
future commercial applications of BCIs. Thank you to my committee members, Matt Golub and Amy Ors-
born, for thoughtful questions and feedback on the aims and structure of this thesis. Thank you to my many
lab-mates between both the Neural Systems lab and the Brunton lab — Preston Jiang, Ares Fisher, Saman-
tha Sun, Courtnie Paschall, Dimitrios Gklezakos, Gabrielle Strandquist, Matthew Bryan, Mozes Jacobs,
Prashant Rangarajan, Raphael Bechtold, Vishwas Sathish, Steven Peterson, Satpreet Singh, Elliott Abe, Ali
Weber, Harsha Gurnani, Lawrence Hu, Maryam Bahadori, Sophie Balint, Biraj Pandey, Lili Karashchuk,
Michelle Hickner, Raveena Chhibber, Zeynep Toprakbasti and many more. Thank you especially to Pre-
ston for encouraging me to apply to the PhD program in UW CSE, and for encouraging me to stay and see
this through to the end. Without Preston, I would not have received a PhD in computer science. Thank
you to Ellie for being my closest colleague and friend throughout the process, and thank you for giving me
the motivation and the courage to write the chapter on gender performance gaps in BCIs. Thank you to
my pre-PhD mentors, Prof. Margaret Burnett and Prof. Andrea Stocco, for encouraging me to do science,
cultivating my excitement, and supporting me throughout the grad school application process. Thank you
to Steven Peterson, Satpreet Singh and Nancy Wang for all the work they put into the naturalistic ECoG
dataset that I explore throughout this thesis. They walked with this data so that I could run with it and make

many interesting discoveries about the naturalistic brain. Thank you also to the staff at Harborview Medical

5



who made it possible to collect this dataset. Thank you to Sandy Kaplan, the department’s writing wizard,
who helped me with many writing projects, including my NSF GRFP application. Thank you to my parents,
John and Tricia, and my best friends, Kath, Nikki and Justine, for all their support during the many years in
the PhD. I greatly appreciate all of the advice they have given me throughout the years. Lastly, thank you
to my funding sources. This material is based upon work supported by the National Science Foundation
Graduate Research Fellowship Program under Grant No. DGE-2140004, and National Science Foundation
(NSF) EFRI Grant no. 2223495. The project in Chapter []is sponsored by the Defense Advanced Research
Projects Agency (DARPA) under cooperative agreement No.N660012324016. The content of the informa-
tion does not necessarily reflect the position or the policy of the Government, and no official endorsement

should be inferred.



DEDICATION

To Juno — The best emotional support animal






Contents

(I__Introduction| 19
2 Related Workl 23
[2.1 " Generalizability in Machine Learning| . . . . . .. ... .. .. ... ... .. 23
2.2 Brain Computer Interfaces| . . . . . . . . .. .. ... ... 24
2.3 Naturalistic Neural Datal . . . . . . .. .. . 26
2.4 Neural Manifoldsl . . . . . . . . .. 27
[2.5 Self-Supervised Learning| . . . . . . . . . . . ... 32

B.1 Introductionl . . . . . . . .. 35
3.2 Methods| . . . . . . 39
[3.2.1 Intracranial electrocorticography (ECoG) datasetf . . . . . . . ... ... ... ... 39
[3.2.2  Comparative cross-modal dataset (EEG)[. . . . .. ... ... .. ... ... .... 40
[3.2.3  Computing projection matrices|. . . . . . . . . . . .. ... ... 41
B24 HTNetarchitecturel . . . . . . . . . . . . . 41
[3.2.5 Data division and cross-validation| . . . . . . . .. ... Lo L 42
[3.2.6  Hyperparameter tuning| . . . . . . . . . . . . . ... 42
[3.2.7  Fine-tuning decoder performance to the test participant| . . . . . . .. .. .. .. .. 43
[3.2.8  Comparing performance of HINet spectral measures| . . . . . . .. ... ... ... 44
[3.2.9  Interpreting model weights| . . . . . .. ... o oo 44
13.2.10 Effect of training participants on performance| . . . . . . . . . . .. ... ... ... 45

9



B3 Resulldl. . . . o oo 46
[3.3.1 Decoder generalization| . . . . . . . . .. . ... ... 47
[3.3.2  Fine-tuning generalized decoders| . . . . .. ... ... ... ... ... .. 50
[3.3.3  Interpreting network computations|. . . . . . . . .. Lo oL 52

B4 Discussionl. . . . . ... e e 53

............................................ 56

M1 Introduction| . . . . . . . ... 57
42 Methods| . . . . .o 59
B2T Dat@sel . . . . . o oo 59
[4.2.2  Machine Learning Models| . . . . . . ... ... ... ... ... .. .. .. ... 60
[4.2.3  Data Augmentation| . . . . . . . . . . . . . e e e e e e e e e e 62

B3 ReSUll. . . o oo 64
[4.3.1  Within-Participant Models| . . . . . ... ... 000 o o oo 64
[4.3.2  Cross-Participant Models|. . . . . .. ... ... .. ... ... ... .. .. ... 65
|4.3.3  Data Augmentation Models| . . . .. ... ... ... ... ... ... ... ..., 66
4.3.4  Model Interpretability] . . . . . .. ... . ... 69

M4 Discussion]. . . . . . . e e 70
UMMATY| . . o v oot e e e e e e e e e e e e e e e 72

4.6  Acknowledgements| . . . . . .. .. L 73

BI TIntroduction] . . . . . . . . . . . 75
5.2 Methods and Materialsl . . . . . . . . ... L 80
5.2.1 Naturalistic Movement Datal . . . . . . ... ... ... 80
15.2.2  Experimentally-Controlled Data] . . . . . .. .. .. ... ... ... ....... 83
[5.2.3  Principal Angles Analysis| . . . . ... ... ... 84




[5.2.4  Null Data Comparison| . . . . . . . . . . . . . . e 86

[5.2.5 Movement Stmilarity| . . . . . ... Lo 87

B3 RESUTS. - -« o o ot 88
[5.3.1 Cross-Movement Sub-Space Comparisons|. . . . . . . ... ... ... ....... 88

15.3.2  Cross-Days Sub-Space Comparisons|. . . . . . . .. ... ... ... ........ 91

15.3.3  Cross-Participants Sub-Space Comparisons| . . . . . . . ... .. ... ... .... 93

[5.3.4  Comparing Experimentally-Controlled Sub-Spaces| . . . . . . ... ... ... ... 95

54 Discussion]. . . . . . .. e 99
............................................ 102

[6  Decoding Naturalistic Human Neural Data - Trials and Tribulations| 103
6.1 TIntroduction] . . . . . . . . . . .. 103
............................................. 104
|6.3  Predicting Complex Movement Features| . . . . . . .. ... ... ... ........... 104
031 Methodsl . . .. . . . . e 105

632 Results] . . . . . . 108

633 Discussion] . . . . ... 115

6.4 Self-Supervised Learning| . . . . . . . . . . . ... 116
641 Methodsl . . ... .. . . e 117

642 Results| . . . .. . 124

4 D1 0 11 P 129

[6.5 Neural Manifold Decoding| . . . . . .. ... ... . 130
651 Methodsl . . .. . . . . . e 131

652 Results] . . . . . . e 132

653 Discussionl . . . . ... 134

6.6 Summary| . . . . .. e e e e 134

(7 Understanding Gender Gaps in Brain Computer Interface Performance from a User Experi- |
[_ence Lens 137

11



7.2 Background| . . . . . .. .. 139
[7.2.1  Impact of Human Factors on BCI Performancel . . . . . .. ... ... ... .... 139

[7.2.2  The GenderMag Method| . . . . . . . . ... ... ... ... ... .. .. .. ... 142

7.3 The GenderMag Framework in BCI'tasks| . . . . ... ... ... ... ... ........ 145
(Z3.1 User Motivationl . . . . . . . . . .. .. e 145

[7.3.2  User Computer Self-Efficacy|. . . . ... ... ... ... ... ... ... .. 147

[7.3.3 UserLearning Style| . . . .. .. .. .. .. ... ... .. ... ... 148

[7.3.4  User Information Processing Style| . . . . . ... ... ... ... .......... 148

[73.5  User Attitude Towards Riskl . . . . . . .. ... .. ... ... ... .. ... 149

(/4 Discussionl. . . . . . . e 151
(/S Conclusionl . . . . . . . e 153
8 Discussion and Future Workl 155
[8.1  Continuous Decoding of 2D and 3D Pose| . . . . . .. ... ... ... ... ........ 157
[8.2  Decoding Cross-Participant Generalization with Neural Manifold Alignment . . . . .. .. 160
[82.1 Manifold Estimation Methodsl . . . . . ... ... ... ... .. .. 162

[8.2.2  Manifold Alignment Techniques| . . . . . . .. ... ... ... ... ........ 162

[8.2.3  Test Manifold Alignment Decoders on Naturalistic ECoG| . . . ... ... ... .. 163

[8.2.4  Compare Neural Latent Dynamics Between Alignment Techniques| . . . .. .. .. 164

18.2.5  Test Minimum Amount of Data Required for Alignment| . . . . . .. .. ... ... 164

(A Appendix One] 207
(B Appendix Two| 215

12



List of Figures

3.1 Overview of HTNet architecture, experimental design, and electrode locations.| . . . . . .. 39
3.2  HTNet generalizes better than EEGNet and other decoders.| . . . . . . ... ... ... ... 46
[3.3  Fine-tuning HTNet improves performance, even when few training events are available.|. . . 48
[3.4  HTNet extracts physiologically-relevant features at low frequencies and near the motor cortex.| 50
[3.5 HTNet performance improves with increases in training participants and electrode overlap| . 52
4.1 Model architecture, experimental paradigm, and data augmentation strategies for developing |
| generalized EEG decoders for cognitive tasks.| . . . . . . ... ..o 59
4.2 Test Accuracy (ROC AUC) for Within-Participant and Cross-Participant Models.| . . . . . . 65
4.3 Test Accuracy (ROC AUC) for Data Augmentation Models.| . . . ... ... ... ... .. 67
4.4 Model Interpretability in Within-Participant and Cross-Participant Models.|. . . . . . . . .. 68
4.5  Model interpretability on Rev HINet with data augmentation.| . . . . .. ... ... .. .. 71
[5.1 ~ Neural Manifold Analysis of Naturalistic Movements in Humans.,| . . . . ... ... .. .. 78
5.2 We used PCA and PAA to uncover and analyze the alignment of neural sub-spaces in ECoG |
| data during four types of naturally generated arm movements.| . . . . ... ... ... ... 81
[5.3  Low-dimensional neural sub-spaces of different movement types for the same participant |
| show more alignment thanchance.| . . . . .. .. ... .. ... ... ... ......... 89
5.4 Low-dimensional neural sub-spaces for the same types of movements across the 5 days of |
| participants’ hospital stay did not drift significantly and remained similarly oriented in ROI |
.............................................. 91



[5.5 Neural sub-spaces for the same movement types across different participants show greater |

alignment than chance, but less than within participant sub-spaces.| . . . . . . ... ... .. 93
5.6 Comparing naturalistic movement data to the experimentally-controlled dataset, we find that |

neural sub-spaces in the latter are more similarly oriented than in the former, both across |

movements and across participants.]. . . . . ... .. L. Lo e e e e 96
6.1 Overview of the CNN model used (HTNet [Peterson et al., |b]) and the movement features | |

train the model to predict in this project.| . . . . . . . . . .. ..o oL 105
6.2 Synthetic test data ground truth vs HTNet predictions for the initial predictions and the |

adjusted predictions.| . . . . . ... 108
|6.3  Train loss score for 6 of the 12 participants on reach angle LOOCV| . . . ... .. ... .. 109
{6.4 Test loss score (Un-adjusted R?) for 6 of the 12 participants on reach angle LOOCV| . . . . . 110
6.5 Reach Angle LOOCV Ground Truth vs Test Predictions for 6 of the 12 participants| . . . . . 111
|6.6  Reach magnitude ground truth vs test predictions for LOOCV on SubjectO1|. . . . . .. .. 112
|6.7  Reach region test accuracy on balanced vs unbalanced datasets.|. . . . . . .. .. ... ... 112
|6.8  Effects of learning rate on unbalanced reach region test performance| . . . . . .. ... ... 113
[6.9  Comparison of Balanced and Unbalanced versions of reach quadrants data| . . . . . . . . .. 113
|6.10 Reach angle adjusted R-Squared for ground truth and test predictions vs the amount of data |

INraning Set. . . . . . . . L. e e e e e e e 114
[6.11 Reach angle counts from all 12 subjects distributed around the unit circle.| . . . . . . . . .. 115
[6.12 HTNet move vs rest decoder errors broken down by reach quadrant|. . . . . . ... ... .. 115
|6.13 HTNet architecture during the pre-task and downstream.| . . . . . . ... ... . ... ... 118
|6.14 Relative Positioning and Signal Transformation Pretasks.| . . . . . . ... ... ... .. .. 121
[6.15 Contrastive Predictive Coding adapted for ECoG data.| . . . .. ... ... ... ... ... 122
|6.16 Comparing results for the ECoG movement and speech tasks.|. . . . . . ... ... ... .. 126
|6.17 CPC performance on downstream move vs rest decoding, with varying amounts of pre- |

training data and downstream finetuningdata.l . . . . . .. ... ... o0 0L 128
|6.18 Pre-task and downstream results from the domain features pre-task.| . . . .. ... ... .. 129
16.19 Results for no manifold and manifold decoding of reach quadrants.|. . . . . . . . ... ... 132

14



[6.20 Results from CCA manifold alignment.| . . . . ... ... ... ... ............ 133

[7.1 ~ An SSVEP interface with areas of potential interest to Tim highlighted.| . . . . ... .. .. 146
[8.1  Example 2D and 3D poses for future continuous decoding work{ . . . . . ... ... .. .. 158
[8.2  Data structure for the 2D pose data in xarray format| . . . . . . ... ... ... ... ... 159
8.3 Overview of suggested work for manifold decoding of naturalistic ECoG.| . . . .. ... .. 161
[8.4  The original ADAN approach from |Farshchian et al.| and the novel MPADAN approach we |

suggest for future work.|. . . . ... Lo 163
|A.1  Most hyperparameter selections do not greatly affect decoder performance.| . . .. ... .. 209
|A.2  HTNet can compute a variety of spectral measures.| . . . . .. ... ... .......... 210
|A.3 HTNet decoder performance as the number of training events varies, separated by fine- |

tuning approach.] . . . . . . .. e e e 211
|A.4  HTNet decoders transfer from EEG to ECoG participants.| . . ... ... ... ....... 212
|A.5 Decoder training times and epoch numbers for various number of training participants.| . . . 214
IB.1 Average VAF across the naturalistic movement data dimensions show that the neural mani- |

folds are consistently low-dimensional .. . . . . . . ... ... o o000 215
IB.2  Average VAF in the experimentally-controlled data shows that the experimentally-controlled |

[B.3 Neural manifolds in the naturalistic movement data remain low-dimensional and more aligned |
than chance across frequency bands.| . . . . . . . ... ... ... ... .. 0 oL, 217
|B.4  Experimentally-controlled data also shows low-dimensional well aligned neural manifolds |
across various frequency bands.| . . . . . .. L. L Lo 218
IB.5  Pose correlation does not show a significant relationship to neural dissimilarity.| . . . . . . . 219
IB.6  The experimentally-controlled dataset shows the highest average contributions from occipi- |

tal, rolandic and angularregions.| . . . . . . .. .. L. L L 220

15






List of Tables

[5.1  Total number of movement instances per participant for each movement category across five

recording days.| . . . . .. 80

{6.1 Reach angle adjusted R test scores for each participant for one day of LOOCYV, and for all

days of Subject Ol in lastrow.| . . . . . . . . . . . .. 109

|6.2  Reach region 1 scores for balanced and unbalanced datasets| . . . . . ... ... ... ... 110

|6.3  Movement Data for Relative Positioning and Signal Transformation Pre-task Test Accuracy|. 124

6.4 Speech Data Pretask 'Test-data Accuracy|. . . . . . .. ... ... ... .. ... ... ... 124

[7.1  Cognitive style facet values for the Abi and Tim GenderMag personas| . . . . . . .. .. .. 144

[7.2  Overview of how each cognitive style may impact BCI performance, and solutions to incor-

porate into BCI systems.| . . . . . ... ... ... .. 150
|A.1 Optimal parameter values from hyperparameter tuning.| . . . . . .. ... ... ....... 208
|A.2  Tramning times across decoder types.| . . . . . . . . . ... 208
|A.3 Number of epochs during training for neural network decoders.|. . . . . . ... ... .. .. 209
[A.4 HTNet training times when different spectral measures areused.| . . . . .. ... ... ... 210
|IA.5 Number of epochs when training HT'Net with different spectral measures.| . . . . . . .. .. 212
|A.6 Number of parameters and time to fine-tune pretrained HI'Net decoders.| . . . . . . . .. .. 213
[A.7 Number of training epochs when fine-tuning pretrained HTNet decoders,. . . . . . . .. .. 213

17






Chapter 1

Introduction

Brain Computer Interface (BCI) research has led to significant progress in a multitude of applications, in-
cluding letting paralyzed patients control robotic arms [Grigorescu et al.], improving sleep quality [Chen
et al.], and mitigating the effects of major depressive disorders [Delaloye and Holtzheimer]. The commer-
cial realm is also beginning to embrace BCls, with products ranging from electroencephalography (EEG)
headphones that monitor focus [Neurable], to headsets tracking mental health [BrainCo|], and electromyog-

raphy (EMG) wristbands for virtual reality interactions [Metaj; [CTRL-1abs at Reality Labs et al.].

BClIs work by capturing neural signals during specific tasks, which are then interpreted by machine
learning models. In some systems, known as offline BCls, these signals are processed later without providing
real-time feedback to the user. Neural signals can be collected via non-invasive methods like EEG, EMG,
and fMRI, or through invasive techniques such as electrocorticography (ECoG) and microelectrode arrays.
Once processed, these signals are decoded by machine learning algorithms tailored to the task of interest.
For example, in motor imagery BClIs, models classify imagined movements, which can then be mirrored in

a virtual environment in online systems.

Despite recent advancements, several challenges hinder the widespread adoption of BClIs. First, current
BClIs rely on models fine-tuned to training data from every individual [Benabid et al.|J; this makes it difficult
to implement BCIs before substantial training data is collected for each person. Second, most existing BCI
research is confined to the laboratory, where behavior is constrained to the research task and thus does

not accurately represent the diversity of neural signals. Third, the prevalence of offline and in-lab studies
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raises questions about designing user interfaces for BCI systems that enhance user performance during
everyday use. Efforts to address these challenges include developing neural decoders that generalize across
different individuals, and adapting them to decode more naturalistic neural data, with some work already
showing promise in these areas [Safaie et al.; Volker et al.; Wang et al.l |cj Melbaum et al.]. Explorations
into user interfaces for BCI have also begun to improve user engagement [Lotte and Jeunet]. However,
more translational work still needs to be done to take advances from the lab to BCIs that work for everyone,
everyday.

Therefore, the goal of this thesis is to advance the development of BCIs that work for everyone, everyday.
To achieve this, this thesis works on improving real-world applicability of BCI systems in three dimensions.
First, enhancing the generalizability of models across participants. Second, decoding behavior in more
contexts, including naturalistic behaviors. And third, understanding user interactions with BCIs through
various problem-solving styles. We primarily use a unique ECoG dataset collected from individuals during
regular activities in a hospital setting, offering a rich source for developing robust decoding algorithms and
gaining insights into naturalistic neural activity [Wang et al., [f, 2018 [Peterson et al., [2022]]. I also leverage
my background in human-computer interaction to understand user experiences in BCI systems.

The thesis is structured as follows:

* Chapter[2]covers related work, including background on generalizability in machine learning, previous

efforts on decoding naturalistic neural data, and the exploration of neural manifolds.

* Chapter [3]introduces HTNet, a neural decoder tailored for naturalistic ECoG data, demonstrating its

efficacy in decoding movement and its ability to generalize across individuals.

* Chapter 4] evaluates the adaptability of HTNet to cognitive decoding in EEG, assessing its robustness

in different contexts.

* Chapter [5explores neural manifolds in the naturalistic ECoG dataset to uncover deeper insights into

the nature of natural neural data.

* Chapter|[6]discusses various strategies we attempted to enhance decoder performance, including self-

supervised learning and manifold alignment techniques.

20



* Chapter[7]explores user interfaces of BCI systems and investigates how differences in problem-solving

styles might explain gender disparities in BCI performance.
* Chapter [§|outlines future research directions and summarizes the key findings of this thesis.

Through this research, we aim to advance the field of BCIs by developing more adaptable, effective, and

user-friendly systems, ultimately making these technologies accessible for everyone, everyday.
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Chapter 2

Related Work

2.1 Generalizability in Machine Learning

The deep learning (DL) revolution over the past decade has paved the way for numerous novel applications
of ML. However, the effectiveness of ML heavily relies on the assumption that the training data and the test
data will be Independent and Identically Distributed (i.i.d.) [Hoadley]. Regrettably, this i.i.d. assumption
often results in a lack of generalizability for many ML models when confronted with natural shifts in data.
These natural shifts, or out-of-distribution shifts, occur when the model was trained on a specific data dis-
tribution, but test data may exhibit a different distribution [Koh et al,2021]]. Real-world datasets frequently
violate the i.i.d. assumption, especially in the case of neural recordings, where changes in the recorded
neurons can occur due to factors like electrode drift, scar tissue growth, or other variables, on a day-to-day
basis [Rule et al.]. Achieving robust model generalization is a critical milestone for unlocking a multitude

of ML applications, including automating medical screenings, self-driving cars, and robotics.

Despite the constraint provided by the i.i.d. assumption in ML, there are many techniques out there
that can help with model generalizability, which I highlight a few here. Techniques such as regularization,
transfer learning (TL), meta-learning, domain adaptation and data augmentation all can help models avoid
over-fitting and improve generalization [[Tan et al.| |b; Liu et al., |a]. Regularization techniques are one of the
simplest ways to encourage generalization in a model, as they can be easily added to any model training

setup. Examples of regularization methods include early stopping [[Yao et al.]] and dropout [Srivastava et al.,
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2014]]. TL is another common approach for encouraging generalization, and often works by pre-training a
model on a related task, such as image classification in ImageNet, and then using the weights from the pre-
trained task to initialize training on a new task, such as classifying medical images [Neyshabur et al., 2020]].
TL can help to decrease the amount of data needed from the target domain’s data by leveraging information
from a source domain to help the model learn the target distribution [Tan et al.| b]. Meta-learning, also known
as ‘learning to learn’, is an approach in which the model learns meta-information over multiple learning
episodes [Hospedales et al.]. One such approach, Model Soups, was able to further improve ImageNet
performance by averaging the weights of multiple pre-trained computer vision models with different initial
conditions [Wortsman et al.]. Domain adaptation is another approach for model generalization, which works
by mapping domains to each other [Farahani et al.]. This can be done either by mapping the domains
directly into each other, or by mapping the domains into some kind of ‘universal’ domain. Domain adaption
includes techniques like CORrelation ALignment (CORAL), which constrains the model to learn similar
latent distributions between domains and can be surprisingly easy to implement [Sun et all a]. The last
approach I will mention is data augmentation, though many other approaches exist for improving model
generalization. Data augmentation generally works by creating new data from an existing dataset through
a series of transformations on the original data [Wen et al.]. These approaches can help with generalization
by widening the distribution of the training data. Overall, all of these approaches and techniques can work

around the i.i.d. assumption and help to improve model generalization in a variety of tasks.

2.2 Brain Computer Interfaces

BCls attempt to decode information from neural signals that can then be used to drive a computer or ma-
chine; for example, using electroencephalography (EEG) signals to predict imagined movements [Wolpaw
and Wolpaw]. The concept of BCIs has existed for quite some time, with the earliest mention of the term
happening in the 1970’s [Vidal]. Early BCIs often used linear methods to decode information from neural
signals with techniques such as Kalman filters [Omidvarnia et al.; Black et al.; [Wu and Hatsopoulos}; (Gilja
et al., b], Wiener filters [Erdogan, [2009]], linear regression [McFarland and Wolpaw], and Support Vector
Machines for classification [Rakotomamonjy and Guigue]. These neural decoders have been used on various

tasks, such as cursor control for computers [Trejo et al.[|, robotic arms [Flesher et al.[], text input [Farwell and
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Donchinl|, and prosthetics [Murguialday et al.]. Kalman filter techniques have even been used for adaptive

BCIs which can adjust the decoder to the user’s neural signals [Orsborn et al.||.

As DL methods have become more common, useful, and viable, they have also been used in BCls.
Common DL architectures that have been used for BCIs include Convolutional Neural Networks (CNNs)
[Peterson et al.| |b; IL1 et al., 2017; [Lawhern et al.; Frey et al.; |Golshan et al.; Wang et al., b; Barger et al.;
Supratak et al.; /Ahmadi et al.; Schirrmeister et al.] and Long Short-Term Memory (LSTMs) [Wang et al.,
2018} /Ahmadi et al.; [Wang et all |g; |Glaser et al.; [Xie et al.; [Tseng et al.; Naufel et al.; Park and Kim}; Du
et al.f |Pan et al.; [Elango et al.]]. These methods have shown a variety of improvements on BCI tasks, as these
models can handle non-linearities present in the neural data that traditional techniques cannot. The move
to DL in BCIs has also opened up the door for new BCI tasks that previously would be impossible, such
as reconstructing faces from fMRI data [Dado et al.]], decoding handwritten characters from EEG [Pei and
Ouyang], or decoding movement in naturalistic electrocorticography (ECoG) data [Peterson et al., bl]. While
DL methods have ushered in new possibilities in BCIs, they are notoriously data-hungry [Lee], creating a
predicament as neural data can be both costly and time-consuming to collect. For example, in [Tang et al.]
researchers needed 16 hours of fMRI data per participant to build a model based off large language models
that could decode sentences from imagined speech. In order for BCIs to work in a variety of contexts and
participants, researchers will need to find ways to train decoders with less domain-specific or participant-

specific data.

Some work has already started in the direction of building generalized neural decoders for BCIs that
are less data hungry than some DL methods. TL has been leveraged in various neural decoding papers to
help reduce the amount of data needed in a target domain [Tan et al., |bla; Zubarev et al.; |Wu et al.; |Volker
et al.; |Azab et al.; Makin et al.; Wang et al., |e; Thomas et al.j [Lee et all |a; [Elango et al.; |Desai et al.;
Fahimi et al]. For example, in Tan et al.| [a], researchers pre-trained a network on the ImageNet dataset,
and then transferred the model to classify what music the participant was listening to from their EEG data.
Self-Supervised Learning (SSL) has also shown to be a promising approach for BCI generalization and data

scarcity, and is discussed further in Section [2.5]
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2.3 Naturalistic Neural Data

Many of the BCI applications and experiments in the previous section involve decoding activity of experimentally-
driven behaviors, such as monkeys performing cued center-out cursor tasks. However, if we want to bring
BCls into the real world for commercial and therapeutic applications, they need to be able to interpret and
handle naturalistic neural data. For example, a BCI for prosthetic control that has been trained with cued
imagined movements may work well when the user is concentrating intently on the imagined movement, but
oftentimes when we are moving in the real-world we are distracted by other stimuli, such as a conversation
with a friend or reading a book. Luckily, there has been a growing interest in collecting data during natural-
istic behaviors in the neuroscience community as the computational requirements needed have finally caught
up [Mathis and Mathis; Kennedy; |/Anderson and Peronal]. Collecting and analyzing naturalistic neural data
will not only help to bring BClIs to the real-world, but also improve our understanding of how the brain con-
trols complex natural behaviors. For instance, it can shed light on how internal states of an animal impacts
behavior [[Calhoun et al.; (Coen et al.; Johnson et al.; Eyjolfsdottir et al.], and how behavior changes over
the course of an animal’s lifespan [Zhang et al., bf]. Interestingly, another benefit of focusing on naturalistic
behaviors is that animals may end up performing better on tasks with naturalistic setups [Rosenberg et al.].

With the increasing focus on naturalistic data, quite a lot of intriguing datasets have been collected in
a variety of animal models. Many works have focused on freely moving rats, including [Melbaum et al.}
DiGiovanna et al.; |O’Keefe, where naturalistic behavior is still constrained to a small arena, but rats are
able to move about as desired in the space. Researchers have also collected naturalistic behavioral data
of fly courtship [[Calhoun et al.], zebrafish larvae swimming in a naturalistic environment [Johnson et al.|,
unconstrained mice running in a maze [Rosenberg et al.], freely flying bats [Ulanovsky and Moss; |Yartsev
and Ulanovsky]], freely moving mice in a small arena [Wiltschko et al.]], and freely moving monkeys grabbing
treats [Altan et al.]. A good amount of data has even been collected in humans [Wang et al., [2018; Dastjerdi
et al.; Singh et al., |b; Peterson et al., [2022}; (Gabriel et al.|, including naturalistic speech comprehension and
production behaviors [Cai et al.].

This myriad of new naturalistic data has been driven by advances in computer vision algorithms, which
can finally allow for the robust detection of human and animal behavioral poses from video data. Pose

estimation has long been a computational challenge, as issues like visual occlusions and marker-less joint
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tracking have posed significant issues. However, the revolution in DL has improved the computer vision
techniques available for pose tracking, both in 2D and in 3D. From this, techniques such as DeeperCut
[Insafutdinov et al., DeepLabCut [Mathis et al.], Anipose [Karashchuk et al.], OpenPose [Cao et al., |c[,
and OmniMotion [[Wang et al.l | d] have emerged for behavioral tracking in both humans and animals. These
techniques typically use Deep CNNs to learn how to extract pose information from video frames. For
example, a popular method, DeepLabCut, makes use of a ResNet architecture to extract 2D or 3D pose
estimations and can transfer the model to new video types with as few as 50 video frames for re-training
[Mathis et al.].

As more naturalistic neural data and behavioral tracking emerges, opportunities to build neural decoders
for naturalistic data have also emerged. For example, in [Melbaum et al., researchers were able to decode
whether freely moving rats were turning around, rearing or at rest from their neural data. In another work,
researchers were able to decode the EMG arm muscle activations of freely moving monkeys in a cage from
their neural activity [Altan et al.]. There have also been several examples of naturalistic neural decoding
in humans, indicating the potential for real-world use of BCIs. In|Alasfour et al.| researchers were able
to decode which of four naturalistic behaviors (talking, using electronics, watching TV or resting) human
ECoG patients were engaged in. In a series of works from [Peterson et al.| [bia], researchers were able
to decode moving vs rest states in human epilepsy patients using either a TL approach [Peterson et al.,
b] (Chapter [3)) or an SSL approach [Peterson et all [a]. All together, these results highlight the potential
for neural decoding of naturalistic behaviors, but also shows how more work will be needed to expand

naturalistic neural decoding to more than a handful of behaviors.

2.4 Neural Manifolds

The recent emergence of large-scale neural recordings via improvements in microelectrode arrays has en-
abled researchers to dig even deeper into the computations in the brain that drive behavior. These large-scale
recordings can capture signal from thousands of neurons at once. This allows researchers to develop theo-
ries and models about the various neural populations involved in behavior within and across brain regions,
rather than just from a small set of neurons. These population level recordings have opened a new line of

research that investigates neural manifolds, the low-dimensional neural activity within the high-dimensional
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neural recordings. Neural activity of neural populations can span as many dimensions as there are neurons,
neural manifolds are thus low-dimensional sub-regions of neural space where neural activity is constrained
during behavior. Neural manifolds help to both define which sub-populations of neural activity are most
related to the behavior of interest, and to uncover the neural latent dynamics that drive behavior within the

sub-populations [Chung and Abbott; |Gallego et al.| b].

Researchers have analyzed neural manifolds in various contexts, including movement, learning, and
vision [[Chung and Abbott; (Gallego et al., b]. Many of the studies involving movement behaviors have
focused on experiment-driven movements in micro-array recordings of non-human primates, in order to
uncover the low-dimensional neural manifolds that capture a significant fraction of the variability in neural
activity and their relation to movement control [Abbaspourazad et al.; [Bruno et al.; |(Churchland et al., |b.cla;
Churchland and Shenoy; Elsayed et al.;|Gallego et al., |c; [Kautman et al .| |allb; [Michaels et al.; (Overduin et al.;
Sadtler et al.; [Santhanam et al.; Sussillo et al., |a; Sun et al., |b]. For example, (Churchland et al.| [b] analyzed
the neural manifolds of monkeys doing a center-out movement task, which helped them uncover how neural
activity during the preparatory phase could avoid generating movement, and instead would initialize the
biological network to eventually generate movement [[Churchland et al.| |aj Kaufman et al., [a; Shenoy et al.|.
Manifold analysis has also been important for understanding motor learning. |Sadtler et al. found that motor
learning with a BCI that used activity from the“intrinsic" manifold for cursor control was more easily learned
than with a BCI that used neural activity outside the intrinsic manifold; this work was further extended in
[Golub et al.]. Researchers have also found evidence of low-dimensional neural manifolds in brain regions
other than motor cortex, such as visual cortex [Tsodyks et al.; Cowley et al.[]. In their study, |Cowley et al.
found that the behavioral state of the monkeys influenced which specific regions the neural activity resided
on in the neural manifold. While most of the previous work in neural manifolds focused on neural recordings
from non-human primates and other animal models, some work has also shown the existence of neural
manifolds in human neural recordings [Natraj et al.| |a; Rizzoglio et al.; [Natraj et al., |b]. For example, Natraj
et al.| [b] analyzed neural manifolds of micro-ECoG data from humans performing various hand gestures.
They found that (1) the neural activity related to movement did occupy low-dimensional neural manifolds

and (2) the neural dynamics within the manifold were constrained based on the movement activity.

Work in neural manifolds has uncovered interesting information about how the brain controls behavior,
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but the choice of how to estimate the manifold is not trivial. In order to estimate the neural manifold, the
high-dimensional neural data must be reduced to a lower dimension, where latent variables make up the
sub-region of the manifold. Broadly, there are two classes of methods for dimensionality reduction and
estimating the manifold, linear methods and non-linear methods. Linear methods include techniques like
Principal Components Analysis (PCA) and Factor Analysis (FA). Non-linear methods include techniques
like Locally Linear Embedding (LLE), Laplacian Eigenmaps (LEMs) and AutoEncoders (AEs). PCA is
the most commonly used technique, as it guarantees a solution and results in a highly interpretable low-
dimensional embedding [|Gallego et al., [a; (Churchland et al., b |Gallego et al., |c; Natraj et al., b; |Ahrens
et al.; Safaie et al.]. However, the true neural manifold may actually occupy non-linear sub-regions of the
neural space, in which case non-linear dimensionality reduction techniques may be more appropriate to
estimate the manifold. In|Altan et al.| the authors first used the intrinsic and embedding dimensionalities
of the neural manifold to determine the non-linearity of the neural data they collected from unconstrained
behaviors in two monkeys, which helped guide them to the right embedding technique for the data. Even
if the neural manifolds are somewhat non-linear, linear approaches may still be preferred over non-linear
techniques due to their drawbacks. For example, AEs may not converge to a solution, resulting in a poor
estimate of the manifold; LLE and LEMs require dense samples along the manifold to get a reasonable

estimate, requiring more data; and non-linear methods also typically result in less interpretable embeddings.

Much of the existing work has established the presence and usefulness of neural manifolds for the
control of experiment-driven movements. However, research investigating whether low-dimensional neural
manifolds also persist during more complex natural movements is just starting to emerge [Melbaum et al.;
Altan et al.; |Abbaspourazad et al.]. To understand whether a universal manifold, i.e., one containing and
constraining activity for all motor behaviors, is the basis for all motor control, researchers must explore
neural manifolds during complex naturalistic movement behaviors [Gallego et al., b]. /Abbaspourazad et al.
found that one principal mode within the neural manifold of naturalistic monkey reaches was predictive of
the movements. Altan et al.| also found low-dimensional manifolds in monkeys performing unconstrained
movements and that the activity from the manifold was just as useful for decoding as was all neural activity.
Melbaum et al.| found evidence of low-dimensional manifolds in rats while they were freely moving in their

cage, which were ultimately also useful for decoding behavior. While this presents a good start to exploring
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manifolds in naturalistic behaviors, more work should be done to uncover the computations within the

manifold driving behavior, and to leverage that information for decoding.

From previous work, we know that low-dimensional neural manifolds correspond with various types
of behaviors, especially movements. In many of these works, the activity on the low-dimensional neural
manifolds seem to be directly related to the brains ability to control movement. Given that many BCI appli-
cations involve the generation of movement (e.g. prosthetics and computer cursor movement), it becomes
reasonable to ask whether neural activity within the manifold can be useful for movement decoding. It
is also worth asking whether information about the manifold may be useful for domain adaption. In fact,
much work has already explored neural manifold alignment techniques to decode behavior and adapt de-
coders to new domains [Gallego et al., |a; Farshchian et al.; Natraj et al.| |a; |Bashford et al.; [Pandarinath
et al.]. These approaches have proved to work well in most cases, as they allow the decoder to ignore noise
in individual neurons, and instead learn from latent neural activity, which is much more robust across days

and individuals.

One of the main use cases for these neural manifold alignment techniques is for re-calibration of neural
decoders across different recording sessions. As electrodes shift and signals from neurons fade and change
over the course of long-term recordings, neural decoders often go through lengthy re-calibration steps for
each new recording day [Gallego et al.| a]. However, neural manifold alignment techniques can help neural
decoders learn latent neural dynamics that will persist despite changes to the exact neurons being recorded
from. For example, (Gallego et al.|[la] used Canonical Correlation Analysis (CCA) to align the latent dynam-
ics within the manifold of a monkey on sessions spanning many days; they found that they could realign the
decoder even 700 days after the initial recording session of one monkey. In another paper, Natraj et al.| [al]
used AEs for neural manifold alignment to also perform long-term decoder alignment, this time in a human
participant with micro-ECoG recordings. The authors were able to realign the BCI for up to 7 months after
the initial recordings, including in online decoding sessions. [Farshchian et al.| also showed similar results
with AEs to align neural manifolds using adversarial techniques to adjust the network. With their approach
the researchers were able to align the manifolds up to 16 days apart using as little as one minute of data from

the new day.

Alignment of neural manifolds can extend beyond just the same participants on different days, but also
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work between participants. For example, previous work in neural manifold alignment techniques has shown
that neural manifold alignment can help align decoders across participants [Melbaum et al.; Safaie et al.|]
and even across species [Rizzoglio et al.]. In[Safaie et al., researchers used CCA to align manifolds between
different monkeys performing a center-out reaching task, and were able to create cross-participant decoders
that performed almost as well as subject-specific decoders. In freely moving rats, Melbaum et al.| was
able to use neural manifold alignment, via a Procrustes Transformation, for cross-subject and cross-session
generalization, indicating the usefulness of manifold alignment even for naturalistic movement decoding.
In a different line of work, Rizzoglio et al.| also used CCA on the latent dynamics from microelectrode
recordings in monkeys to successfully align a decoder to the latent dynamics from microelectrode recordings

in a human participant with tetraplegia.

Many of the previous examples utilized linear methods for their neural manifold alignment techniques,
though non-linear cases exist as well. The most common technique is CCA, which works by maximizing
the correlations between the two datasets to align them. CCA is a linear technique, and requires that the
neural manifold data is temporally aligned, otherwise no linear transformation from CCA will find a good
alignment. The Procrustes Transformation, another linear alignment technique, loosens this constraint from
CCA, but does still require that at least some of the coordinate axes are unchanged between the manifold
spaces. While CCA has worked well in many cases, extending neural manifold alignment techniques to
naturalistic datasets requires loosening of constraints, and also may require non-linear transformations as
the data grows more complex. In this case, non-linear methods may perform better. Methods such as
LFADS [Sussillo et al.l[b] and ADAN (Adversarial Domain Adaptation Network) [Farshchian et al.]] provide
non-linear mappings between manifolds, and also generate non-linear manifold estimates. Both of these
techniques utilize AE-like networks to find the right latent representations of the data for alignment. In the
case of ADAN, the network uses an adversarial approach to align the manifolds of different sessions, such
that a discriminator network tries to maximize the difference in the latent representations on different days,
while an aligner network challenges the discriminator by aligning the data before sending it through the

network.

For the most part, the techniques described above utilize a one to one mapping between different sessions

or different participants. However, to create a truly generalized model, a universal manifold that spans
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multiple sessions or participants would be more helpful. There are some techniques that are more flexible
to this kind of approach, such as Generalized Procrustes Alignment (GPA) [|Gower] and LFADS [Sussillo
et al., b]. GPA is an extension of the Procrustes Transformation described before, but instead of mapping
onto an arbitrarily selected manifold from the set of manifolds, the data is transformed onto an optimal
universal shape for all manifolds. LFADS also allows for creating an estimate of the universal manifold by

jointly training the AE network on multiple sessions at once.

2.5 Self-Supervised Learning

The previous background sections highlighted considerable advancements in machine learning models, pri-
marily driven by supervised learning techniques [LeCun et al., 2015]. However, supervised learning faces
significant hurdles, including the need for large amounts of labeled data. To address these challenges, self-
supervised learning (SSL) has emerged as a promising alternative [Jing and Tianl 2019; [Liu et al., 2020;
Doersch et al.. SSL, a variant of unsupervised learning, works by training a model using labels that can be
automatically generated from the data, rather than needing someone to explicitly make the labels by hand.
For example, in image data researchers can break an image into pieces and then train a model to predict
where one piece of the image should be placed relative to an anchor piece, creating a relative position task
[Doersch et al.]. This initial step, often referred to as the pre-task, not only facilitates the learning of data
properties but also prepares the model for subsequent applications, known as the downstream task. Other
similar SSL approaches in computer vision and other fields have used pre-tasks such as detecting shuffled
video frames, and discovering cross-modal features, to enhance model performance on subsequent tasks
[Misra et al.l 2016} Jaiswal et al., [2020]. Another popular SSL. method, Word2Vec, leverages unsuper-
vised techniques to understand word contexts within sentences, significantly influencing various domains
and inspiring a range of specialized "2Vec" models that enhance both supervised and unsupervised learning
paradigms [Mikolov et al., [2013]; |Barkan and Koenigstein, 2016; Zou et al., |2019} Ng, [2017; [Nalmpantis
and Vrakas|, 2019; Nalmpantis et al.l [2018]], including a specialized “brain2vec” [Lesaja et al.]. There are
also contrastive SSL approaches which build up model representations by contrasting two pieces of data and
guiding the model to learn which pieces have more similar representations. By leveraging features learned

from pre-tasks to boost separate downstream tasks, these papers demonstrate the use of SSL for transfer
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learning.

Much of SSL literature focuses on data-rich areas like vision or natural language processing. Unfortu-
nately, much less work has applied SSL to biological time series data, including ECG, EEG and ECoG, even
though these domains could benefit greatly from techniques that don’t require labeling. Previous work with
SSL on ECG data used SSL to extract spatiotemporal features for emotion recognition, outperforming purely
supervised models [Sarkar and Etemad, 2020]. In EEG data, the Word2Vec-inspired Wave2Vec model used
an embedding approach to predict features in EEG data that was concatenated with patient demographic
data [Yuan et al., |2017]. Additional work in EEG evaluated relative positioning and contrastive methods
for pre-training EEG models, and were able to achieve improved performance in sleep stage classification
and pathology detection [Banville et al.]. Further contrastive approaches like this have also been tried for
microelectrode data [Azabou et al.]. See Weng et al.| for a review on further SSL techniques applied to EEG.
Surprisingly, very little work has applied SSL methods to ECoG or other intracranial data, with only three
papers we could find [Lam et al.j [Lesaja et al.], including previous work from colleagues in my own lab
[Peterson et al., |al]. The sparse research landscape on SSL within biological time-series data, particularly in
domains like ECoG, underscores the urgency for further investigation of SSL in biological contexts, where

acquiring ample ground truth labels is often prohibitively expensive.
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Chapter 3

Generalized neural decoders for transfer
learning across participants and recording

modalities

This chapter includes materials originally published in the Journal of Neural Engineering [Peterson et al., b]].
My main contributions to this work are the transfer learning results shown in Figure The neural network
model, HTNet, presented in this chapter is used in many other chapters in this thesis, and we recommend

that you familiarize yourself with the model by reading this chapter.

3.1 Introduction

Brain-computer interfaces that interpret neural activity to control robotic or virtual devices have shown
tremendous potential for assisting patients with neurological disabilities, including motor impairments, sen-
sory deficits, and mood disorders [Ganzer et al., 2020; Miller et al., |2020; |Volkova et al., | 2019; [Niketeghad
and Pouratianl 2019; Martin et al., [2019bj [Sani et al.l 2018; [Wang et al.l 2013; Leuthardt et al.]. At the
same time, brain-computer interfaces offer new insights about the function of neural circuits, including how
sensorimotor information is represented in the brain [Degenhart et al., |2020; Oby et al., 2020; |Collinger:

et al., 2018]]. Advances in brain-computer interfaces have been driven in part by improved neural decoding
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algorithms [Gu et al.| [2020; |Rao, [2013]]. However, it can be difficult to collect enough data to train decoders,
especially given the non-stationary nature of the recorded signals, leading to decoders that generalize poorly
to new data and require frequent re-calibrations [Wu et al.; |Van Erp et al.,2012; Huang et al., 2010; |Cohen,
2014bf|. Alternatively, generalized neural decoders can be trained by pooling data across multiple partici-
pants [Tan et al., 2018} [Volker et al.; Zubarev et al.; |Azab et al.]. Such generalized decoders must be robust
to inter-participant differences and capable of fine-tuning with only a few training examples. By increasing
decoder robustness and reducing the burden of repeated calibrations, generalized decoders have the potential

to greatly enhance the practical long-term usage of brain-computer interfaces [Brunner et al., [2015].

Frequency-domain techniques that extract spectral power features from time-domain recordings have
long been shown to be useful in decoding neural population recordings. These techniques are especially
well-suited to neural recordings such as intracranial electrocorticography (ECoG) and scalp electroen-
cephalography (EEG) recordings, which contain oscillatory signals at specific frequency bands that cor-
respond to different behaviors or neural phenomena [Miller, 2019; |Parvizi and Kastner}, 2018 Takaura et al.,
2016} |Gunduz et al., 2011} [Pistohl et al., 2008]. In addition, relative spectral power patterns between a
task and a baseline condition can be surprisingly similar across studies, even when measured with differ-
ent neural recording modalities [Martin et al., 2019a; Peterson and Ferris, 2018; [Hell et al.| 2018; Jiang
et al., 2018} Zavala et al., [2016; |[Fujioka et al., [2012]]. Such similarities motivate the use of spectral power
features for generalized decoding. Because neural recordings are non-stationary, many decoders use in-
stantaneous spectral power features, computed by band-pass filtering the data and then applying the Hilbert

transform [[Cohenl, [2014b].

To make power spectral features directly comparable, inter-participant differences in electrode place-
ment and frequency content must be addressed when developing generalized decoders. While EEG electrode
coverage is typically standardized across participants, invasive ECoG electrode placement is clinically moti-
vated and highly variable, making it difficult to align electrodes from one participant to the next [Parvizi and
Kastner;, 2018}, Schalk and Leuthardt, 2011]]. A similar cross-participant alignment issue occurs with EEG
cortical dipoles following blind source separation [[Onton et al.,[2006]]. To overcome these variable dipole lo-
cations, one successful approach has been to project EEG measures onto common brain regions using radial

basis function interpolation [Bigdely-Shamlo et al.,[2013}; |Peterson et al.| | 2018]]. ECoG signals can similarly
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be projected from electrodes to common brain regions [Peterson et al., 2021]], but it has remained unclear
how useful this method is for neural decoding. Even with aligned electrode placements, the frequency
bands containing behaviorally-relevant spectral power can be highly variable across participants [Peterson
et al., 2021; [Saha and Baumert, [2019; Krumpe et al., 2017]]. This variability is problematic when selecting
band-pass filter cutoff frequencies prior to applying the Hilbert transform because researchers often rely on
pre-existing knowledge of the neural signal, and traditional frequency bands may not apply to a particular
task of interest. To decrease user bias, data-driven approaches have been proposed to analyze neural spectral
power [Corcoran et al.l [2018}; |/Adam et al.| 2014; |Chiang et al., 2008]]. However, these techniques apply to
frequency bands with distinct spectral power peaks and thus ignore other frequencies that might be useful
for decoding. While a promising approach has been recently proposed [[Cohen, |2020], developing decoders

that robustly handle variable frequency content remains an open problem.

We are motivated to address such cross-participant differences in frequency content by using convolu-
tional neural networks, which generate data-driven features and can also be fine-tuned when presented with
new data. Convolutional neural networks combine data-driven feature extraction with pattern recognition
and have set the bar for state-of-the-art neural decoding performance for speech, motor imagery, and at-
tention tasks [Wu et al.; [Anumanchipalli et al., 2019; |Xu et al., 2020; Ming et al., 2019; Roy et al.l |2019;
Zhang et al.| |2019|]. Importantly, trained convolutional neural networks can be fine-tuned to new data, a
process made more efficient by freezing various network layers during re-training [Makin et al.; Behncke
et al., [2018]. Far from being “black-box” models, convolutional layers perform data-driven temporal and
spatial filtering, and careful analysis of trained convolutional weights can be used to interpret the spatiotem-
poral features that are key for decoding [Sakhavi et al., 2018} [Schirrmeister et al., 2017; [Bashivan et al.,
2015]]. Our approach builds on EEGNet—a compact convolutional neural network decoder that can be
trained on small datasets, provides interpretable model structure, and has outperformed other deep learning

decoders [Lawhern et al.|].

In this paper, we present HTNet, a convolutional neural network architecture that decodes neural data
with variable electrode placements using data-driven spectral features projected onto common brain regions
(Figure[3.T]A). By training on data pooled across multiple participants, HTNet avoids the issue of neural data

scarcity that often results in overfit decoders. We developed HTNet by augmenting EEGNet with custom
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Hilbert transform and projection onto brain region layers. The main advantage of our approach is its ability
to generate data-driven features in the frequency domain that are spatially aligned across participants even
when electrode placement is variable, enabling generalized decoding. To characterize its decoding perfor-
mance, we trained HTNet to classify naturalistic arm movement vs. rest using ECoG recordings from a
dataset containing simultaneous video and ECoG recordings from 12 patients being monitored before neu-
rosurgery in a hospital [Peterson et al., 2021]]. We then tested these trained decoders’ ability to generalize
to unseen ECoG participants or to unseen EEG participants performing a similar behavioral task [Ofner
et al., 2017]. In both cases, HTNet was able to decode these naturalistic arm movements and consistently
outperformed other state-of-the-art decoders. Furthermore, we fine-tuned pretrained HTNet decoders with
a few events from individual participants, and the resultant fine-tuned decoders approach the performance
of the best tailored decoders with only 50 ECoG or 20 EEG events. Finally, we interpreted HTNet’s trained
weights to understand how it generalizes and found that it primarily relied on physiologically-relevant fea-
tures at low-frequencies (<20 Hz) near the motor cortex. Our findings demonstrate that HTNet is a gen-
eralized decoder that robustly handles inter-participant and inter-modality variability and fine-tunes to new
participants using minimal data. We believe our work advances the field of generalized neural decoders
with an architecture that is robust, interpretable, and successful at generalizing across unseen participants

and recording modalities.

The rest of this paper is structured as follows. We introduce the neural datasets and pre-processing steps
used (Section [3.2.TH3.2.3). We then detail HTNet’s model structure, alternative decoders used for compar-
ison, and the three generalization scenarios (Section [3.2.4H3.2.5). Next, we describe the methods used to
tune decoder hyperparameters, analyze fine-tuning performance, and interpret trained model weights (Sec-
tion [3.2.6H3.2.T1). In Section [3.3] we present our results for cross-participant and cross-modality decoding
and fine-tuning. Finally, we discuss the implications of our findings along with the limitations of our ap-

proach (Section [3.4)).
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3.2 Methods

(A) HTNet model architecture
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Figure 3.1: Overview of HTNet architecture, experimental design, and electrode locations. (A) HTNet
is a convolutional neural network architecture that extends EEGNet (differences shown in
yellow) by handling cross-participant variations in electrode placement and frequency content. The tempo-
ral convolution and Hilbert transform layers generate data-driven spectral features that can then be projected
from electrodes (Elec) onto common regions of interest (ROI) using a predefined weight matrix. (B) Us-
ing electrocorticography (ECoG) data, we trained both tailored within-participant and generalized multi-
participant models to decode arm movement vs. rest. Multi-participant decoders were tested separately on
held-out data from unseen participants recorded with either the same modality as the train set (ECoG) or an
unseen modality (EEG). We then fine-tuned these pretrained decoders using data from the test participant.
(C) Electrode placement varies widely among the 12 ECoG participants. Electrode coverage is sparser for
the 15 EEG participants compared to ECoG, but both modalities overlap in coverage of sensorimotor cor-
tices. Asterisks denote five participants whose electrodes were mirrored from the right hemisphere.

3.2.1 Intracranial electrocorticography (ECoG) dataset

We obtained concurrent ECoG and video recordings from 12 human participants (8 males, 4 females) during
continuous clinical epilepsy monitoring conducted at Harborview Medical Center in Seattle, WA. These

recordings lasted 742 days per participant (mean+SD). Participants were aged 2948 years old (mean+SD)
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and had electrodes implanted primarily in one hemisphere (5 right, 7 left). Our study was approved by
the University of Washington Institutional Review Board for the protection of human participants, and all
participants provided written informed consent.

Our decoding task was to classify upper-limb “move” and “rest” events of the arm contralateral to the
implanted electrode hemisphere. We obtained non-concurrent move and rest events from video recordings
via markerless pose tracking and automated state segmentation (see [Singh et al.|[2020] for further details).
Move events correspond to wrist movement that occurred after at least 0.5 seconds of no movement, while
rest events indicate no movement in either wrist for at least three seconds.

We performed ECoG data processing using custom MNE-Python scripts [Gramfort et al.,[2013|]. We first
removed median DC drift and high-amplitude discontinuities. Each participant’s ECoG data was then band-
pass filtered (1-200 Hz), notch filtered, and re-referenced to the common median across electrodes. We also
removed noisy electrodes based on abnormal standard deviation (> 5 IQR) or kurtosis (> 10 IQR). Next, we
generated 10-second ECoG segments centered around each “move” and “rest” event. ECoG segments with
missing data or large artifacts were removed based on abnormal spectral power density. See [Peterson et al.
[2021]] for further ECoG pre-processing details. We then downsampled to 250 Hz and trimmed segments to
two seconds centered around each event. For every participant, we balanced the number of move and rest
segments within each recording day, resulting in 11554568 events per participant (mean+SD).

Electrode positions were localized using the Fieldtrip toolbox in Matlab [Stolk et al., 2018}, |Oostenveld
et al., 2011]]. This process involved co-registering preoperative MRI and postoperative CT scans, manually
selecting electrodes in 3D space, and warping electrode positions into Montreal Neurological Institute (MNI)
space [Fonov et all [2011]]. Using this common MNI coordinate system enabled us to directly compare

electrode positions between ECoG participants (see Fig. [3.1[C).

3.2.2 Comparative cross-modal dataset (EEG)

To test decoder generalizability across recording modalities, we used a publicly available EEG dataset of 15
human participants performing cued right elbow flexion movements [Ofner et al., [2017]]. Participants were
aged 2745 years old (mean£SD) and performed 60 movement and 60 rest trials each, resulting in 120 total

events. Because only cue onset times were available, we determined the onset of each movement event by
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thresholding the hand’s radial displacement after it was cued to move.

EEG data were recorded at 512 Hz, notch filtered at 50 Hz, referenced to right mastoid, and band-pass
filtered between 0.01-200 Hz. We pre-processed the data by average referencing, 1 Hz high-pass filtering,
resampling to 250 Hz, and generating 2-second segments centered around each event. Each participant
had 61 EEG electrodes, whose MNI positions were estimated using the 10-5 system template from Field-

trip [Oostenveld et al., 2011} |Oostenveld and Praamstral, 2001].

3.2.3 Computing projection matrices

We accounted for variations in electrode placement by mapping electrode positions onto common brain
regions based on distance as described below. To increase electrode overlap among ECoG participants, we
mirrored all right hemisphere electrode positions onto the left hemisphere. Using EEGLAB and Matlab,
we mapped from electrode positions to small, predefined brain regions by computing radial basis function
kernel distances between each electrode and brain region (2 cm full-width at half-maximum) [Bigdely-
Shamlo et al.,[2013; [Vert et al.,|2004;|Delorme and Makeig, 2004]. This projection procedure was performed
separately for each participant. We projected to regions within sensorimotor areas, as defined by the AAL
atlas [Tzourio-Mazoyer et al., 2002]] (precentral, postcentral, and inferior parietal), in order to limit the
projected data size. We then normalized these distance values for every region so that each region’s values
across all electrodes summed to one. These normalized distances created a projection matrix for each
participant, which we later used to estimate the activity at each common region of interest by performing a

weighted average of electrode-level data.

3.2.4 HTNet architecture

HTNet builds upon EEGNet [Lawhern et al.], a compact convolutional neural network developed using
Python 3.8 and Tensorflow 2.2. EEGNet has three convolution layers: (1) a one-dimensional convolution
analogous to temporal band-pass filtering, (2) a depthwise convolution to perform spatial filtering, and (3)
a separable convolution to identify temporal patterns across the previous filters. For HTNet, we added a
Hilbert transform layer after this initial temporal convolution to compute relevant spectral power features

using a data-driven filter-Hilbert analog (see Figure [3.T]A). We then added a matrix multiplication layer to
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project electrode-level spectral power onto common brain regions of interest, using the pre-computed weight
matrices described in the previous section. Note that the matrix multiplication layer was not necessary when
the same participant was used for training and testing, as the electrodes remain consistent. It is worth noting
that the time complexity of the Hilbert transform and matrix multiplication layers are O(n logn) and O(n?),
respectively, where n represents the number of samples per segment in the input neural data [Van Loan,

1992]]. All other HTNet layers were the same as EEGNet.

3.2.5 Data division and cross-validation

We compared HTNet decoding performance against EEGNet, random forest, and minimum distance de-
coders. The minimum distance decoder used Riemannian mean and distance values for classification [[Con-
gedo et al, 2017} [Yger et al.| 2016]. We assessed decoder performance during three scenarios (Fig. [3.1B):
(1) testing on an untrained recording day for the same ECoG participant (failored decoder), (2) testing on
an untrained ECoG participant (same modality), and (3) testing on participants from the EEG dataset after
training only on the ECoG dataset (unseen modality). Note that we used the same trained, multi-participant
ECoG decoders for same and unseen modality conditions. Additionally, we projected data onto common
regions of interest for all decoders in order to enable reasonable decoding for the same and unseen modality
conditions. For all scenarios, we performed 36 pseudo-random selections (folds) of the training and valida-
tion datasets, such that each of the 12 ECoG participants was the test participant three times. We used each
ECoG participant’s last recording day as the test set (orange in Fig. [3.1B) and excluded it from all training
and validation sets. All training, validation, and test sets were balanced with equal numbers of move and
rest events. We used nonparametric statistics to test for significant effects of decoder type on test accuracy
(Friedman test, p < 0.05) and significant pairwise differences among decoders (Wilcoxon signed-rank test

with false discovery rate correction [Benjamini and Hochberg, [1995])).

3.2.6 Hyperparameter tuning

We performed hyperparameter tuning to identify optimal values for each decoder. We tuned HTNet and
EEGNet simultaneously using six hyperparameters: temporal kernel length, separable kernel length, tem-

poral filter count, dropout rate, dropout type, and model type (HTNet or EEGNet). For the random forest
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decoder, we tuned two hyperparameters: maximum depth and number of estimators. The minimum distance
decoder had no tunable hyperparameters.

We tuned hyperparameters separately for the tailored decoder and same modality conditions, using the
Optuna toolbox [Akiba et al.l 2019]. We ran 25 random forest parameter selections (trials) and 100 HT-
Net/EEGNet trials for each condition. Performance was measured using validation accuracy, averaged over
36 folds for tailored decoding or 12 folds for same modality. We sampled from parameter space using Op-
tuna’s tree-structured Parzen estimator [Bergstra et al.,[2013], 2011, which selects optimal parameter values
based on the performance during previous trials.

Overall, we found that hyperparameter selections minimally affected decoder performance (see Fig.[A.T).
Still, we selected hyperparameter values from the trial with the highest validation accuracy (Table for

each condition to ensure optimal decoder performance.

3.2.7 Fine-tuning decoder performance to the test participant

In addition to testing generalizability, we assessed how much a generalized HTNet decoder improves when
re-trained using data from the test participant, a process known as fine-tuning. Fine-tuning is a transfer
learning technique where some layers of the pretrained model are “frozen” and not adjusted during re-
training, reducing the number of parameters to fit [[Yosinski et al., 2014]]. We fine-tuned our pretrained same
and unseen modality decoders using a portion of the test participant’s data. Additionally, we fine-tuned
each HTNet convolutional layer separately and all layers together, resulting in four re-trained models per
fold (see Fig. [3.3]A). When separately tuning each convolutional layer, we also re-trained the nearby batch
normalization layers, as shown in Fig.[3.3]A, which notably boosted performance. We tested for significant
differences among these four fine-tuning models using Wilcoxon signed-rank tests with false discovery rate
correction.

During fine-tuning, we also varied the amount of training/validation data available in order to assess its
impact on fine-tuning performance. For all variations, the test set remained fixed as the last recording day
for each ECoG participant and 30 randomly-selected events for every EEG participant. Using the remaining
test participant data, we selected four amounts of training/validation data: 17% training/8% validation,

33% training/17% validation, 50% training/25% validation, and 67% training/33% validation. We then
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linearly modelled the relationship between test accuracy and the logarithm of the number of training events
for each fine-tuning model. All training, validation, and test sets contained equal numbers of move and
rest events. Note that the number of events used for fine-tuning differs across ECoG participants because
the total number of events varies. In addition, we trained randomly-initialized HTNet decoders with the
same training/validation data used for fine-tuning in order to compare tailored decoding with our fine-tuned

models.

3.2.8 Comparing performance of HTNet spectral measures

Although we primarily used HTNet to generate data-driven spectral power features, HTNet can be easily
adapted to generate other spectral measures that may boost decoding performance. These spectral measures
still use the Hilbert transform, which can be used to find instantaneous power, phase, or frequency [Cohen,
2014b]. For the same three conditions, we tested four spectral measures: (1) log-transform of one plus
power, (2) relative power, (3) unwrapped instantaneous phase, and (4) instantaneous frequency, also known
as frequency sliding [Cohen, 2014a]. We tested for significant differences in test accuracy when HTNet
decoders implemented one of these four measures or spectral power, using Wilcoxon signed-rank tests with
false discovery rate correction.

When computing relative power, we first took the log-transform of one plus power and then subtracted
out the average power from -1 to -0.5 seconds before each event. This procedure is analogous to baseline-
subtraction of spectral power and should be robust to large-scale spectral power variations across days,
participants, and recording modalities. Because of its potential robustness to large differences in signal
scaling, relative power was also used in HTNet decoders that we used to compare with other decoder types,

but only for the unseen modality condition.

3.2.9 Interpreting model weights

Like EEGNet, HTNet’s first two convolutional layers are interpretable and can indicate the spatiotemporal
features used for decoding. To analyze the temporal features, we fed a white noise signal into HTNet’s
trained temporal convolution and computed the frequency response magnitude using Welch’s method, sim-

ilar to a Bode plot [[Yarlagaddal |2010]. We then averaged frequency responses across temporal filters and
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folds. To determine important spatial features, we computed the absolute value of HTNet’s trained depth-
wise convolution weights [Lawhern et al.], averaged across filters. This process generated one weight for
each brain region of interest. We then scaled the maximum value per fold to one and averaged across folds.

While the temporal frequency response shows which frequencies were used for decoding, it does not
show what the activity looks like at these frequencies. To visualize such activity, we computed the difference
in log spectral power between move and rest conditions, projected onto a region near the motor cortex
(Fig[3.4B far left region in the second row from the top). We took the difference between the average move
and average rest log spectrograms for each participant and then averaged the resulting differences across

participants for both the ECoG and EEG datasets.

3.2.10 Effect of training participants on performance

We also assessed how many training participants are needed for improved decoder performance. Increasing
the number of training participants should improve decoder performance on an unseen test participant, but
the improvement from adding new participants will likely diminish as more training participants are added.
We varied the number of training participants from 1-10, always using one validation participant. Partic-
ipants were pseudo-randomly selected across 36 folds such that each participant was the test participant
three times. We linearly modelled the relationship between test accuracy and the logarithm of the number of
training participants, identifying decoders with significant nonzero trends (p < 0.05, two-tailed t-test with

false discovery rate correction).

3.2.11 Effect of electrode overlap on performance

Because electrode locations varied among ECoG participants, we also tested if higher decoding performance
corresponded to increased electrode overlap between same modality training and test participants. We es-
timated electrode overlap between training and test participants using a custom fraction overlap metric that
allowed us to combine multiple participants from the training set. For each sensorimotor region, we summed
unnormalized projection matrix weights across electrodes to estimate how many electrodes were nearby. We
then identified regions of high electrode coverage for each participant by thresholding summations greater

than 0.07. Because these regions are common across participants, we could average these summation values
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across training participants prior to thresholding. Next, we divided the number of thresholded regions com-
mon to both training and test participants by the number of thresholded regions in the training set to obtain
fraction overlap. A fraction overlap of 1.0 indicates that the test participant’s thresholded regions include all
thresholded regions from the training participants. We linearly modelled the relationship between fraction
overlap and test accuracy across folds and identified decoders with significant nonzero slope (p < 0.05,

two-tailed t-test with false discovery rate correction [Benjamini and Hochberg, |1995])).
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Figure 3.2: HTNet generalizes better than EEGNet and other decoders. HTNet achieves significantly
higher test accuracy than EEGNet, random forest, and minimum distance decoders across all three scenarios:
(A) tailored (p < 0.05), (B) same modality (p < 0.05), and (C) unseen modality (p < 0.001). Note that
the trained models for same and unseen modality conditions are identical; only the test set differs. (D-F)
Bottom row displays decoder performance grouped by test participant for each fold. For unseen modality,
HTNet uses relative power to minimize cross-modal scaling differences, resulting in performance that is
above chance (dashed line) despite only training on ECoG data.

3.3 Results

Here, we show that our approach to movement decoding, HTNet, is generalizable and tunable, learning com-

mon patterns from the training data that transfer to unseen participants and recording modalities. Through
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a series of systematic experiments, we use decoders tailored to each participant—by far the most com-
mon approach to training decoders—as a standard to which the performance of our generalized decoders
are compared (Figure [3.1B). In particular, our training data are from 12 ECoG participants during unin-
structed, naturalistic arm movements (Figure , [Singh et al., [2020; Peterson et al., [2021]]); our test data
are then either one ECoG participant withheld from the training set, or participants from an entirely inde-
pendent EEG dataset. HTNet consistently outperformed other decoders, and fine-tuning pre-trained HTNet
decoders with a small number of the unseen participant’s events yielded decoders that approached the perfor-
mance of tailored decoders trained on many more events. Further, we show that HTNet works by extracting

physiologically-relevant spectral features from the data.

3.3.1 Decoder generalization

HTNet consistently outperformed other decoders in all conditions, including tailored within-participant de-
coding, generalized decoding to unseen participants in the same modality, and generalized decoding to
unseen modality participants (Figure [3.2)). For each condition, we found a significant effect of decoder type
on test accuracy (tailored: p = 3.94e—4, same modality: p = 0.034, unseen modality: p = 1.95e—8
respectively; Friedman test). For tailored decoding, HTNet achieved test accuracy of 84% =+ 8% (mean +
SD), which was significantly higher than EEGNet (73% =+ 14%, p = 0.003), random forest (73% + 11%,
p = 0.004), and minimum distance decoders (68% + 11%, p = 0.010; Wilcoxon signed-rank test with false
discovery rate correction). For same modality, HTNet test accuracy of 72% =+ 10% was again significantly
increased compared to EEGNet (64% =+ 8%, p = 0.042), random forest (63% =+ 8%, p = 0.037), and min-
imum distance decoders (60% + 6%, p = 0.021). No other significant pairwise differences were found for

either condition.
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(A) Four HTNet fine-tuning approaches
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Figure 3.3: Fine-tuning HTNet improves performance, even when few training events are available.
(A) For pretrained, multi-participant HTNet decoders, we separately fine-tuned each convolution layer (with
nearby batch normalizations) and also fine-tuned all trainable layers. Layers with trainable parameters
are highlighted. (B, E) For both same and unseen modality cases, we find no performance differences
between fine-tuning approaches when training on 17% of available events, but our fine-tuned decoders often
significantly improve test accuracy compared to the pretrained models and, in some cases, the randomly-
initialized tailored decoders (* p < 0.05, ** p < 0.01). (C, F) Similarly, a breakdown of performance by
participant shows that fine-tuning usually improves performance compared to the pretrained model (blue),
but no single fine-tuning approach decodes consistently better than the others. (D, G) As we decreased
the number of training events below 400 (same modality) or 30 (unseen modality), fine-tuned decoders
generally achieved higher test accuracy than tailored decoders and remained close to accuracies achieved by
tailored decoders trained on all available events. Lines show logarithmic fits for each group, with shading
denoting the 95% confidence interval of the slope. Note that pretrained model accuracies are included for
all fine-tuned models when there are 0 training eventi8



In the unseen modality condition, HTNet was the only decoder to generalize above chance. All pairwise
comparisons were statistically significant (p < 0.05) in the unseen modality condition, due to low variability
in cross-participant test accuracy for each non-HTNet decoder. However, HTNet’s unseen modality test
accuracy was, on average, ~15% higher than all other decoders and the only decoder to perform well-above
chance (50%). Therefore, we only show the pairwise statistical results in Figure [3.2IC between HTNet and
each of the other three decoders. Average computational time during training is shown for each decoder
type in Tables and In addition to spectral power, we also developed HTNet models that decoded
using instantaneous phase and frequency features (Fig.[A.2]and Tables[A.4] [A.5]). Briefly, HTNet with phase
performed worse than spectral power for tailored and same modality conditions, while using instantaneous

frequency resulted in similar performance to HTNet with spectral power.

In addition to outperforming the other decoders on average, we show in Figure [3.2D-F that HTNet was
the single best arm movement decoder for almost every individual participant in all conditions. HTNet per-
formance was also consistently well-above random chance for all but two participants (EC10 same modality
and EE13), much more than any other decoder. HTNet’s consistently high accuracy demonstrates its ability

to robustly generalize to a variety of participants with differences in electrode placement and signal quality.
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3.3.2 Fine-tuning generalized decoders
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Figure 3.4: HTNet extracts physiologically-relevant features at low frequencies and near the motor
cortex. By analyzing HTNet’s early convolution layers, we determined the types of spatial and temporal
features consistently used for multi-participant decoding. (A) The temporal convolution layer’s frequency
response, averaged across filters and folds, shows a consistent focus on low frequency features (<20 Hz).
(B) Based on depthwise convolution weight magnitudes, cortical regions near the central sulcus and towards
the midline were found to be consistently important for decoding, as expected for upper-limb movements.
Out of the 144 total regions of interest used for decoding, we show here the 51 regions (shaded circles)
located on the cortical surface. (C-D) Difference spectrograms between arm movement and rest events
reveal a common low-frequency (<25 Hz) spectral power decrease near movement onset (0 sec) of similar
magnitude across ECoG and EEG datasets.

By fine-tuning these pretrained HTNet decoders using as few as 50 events from the held-out participant,
HTNet can approach performances of the best tailored decoders trained using all available participant data.
We tested fine-tuning each convolutional layer separately as well as re-training all layers of the network,

as shown in Fig. 3.3)A. We found no significant differences in performance between our fine-tuning ap-
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proaches, but we did find significant improvements in test accuracy when comparing fine-tuned decoders
to pretrained decoders or tailored decoders trained on the same data, even when training on only 17% of
the test participant’s available events. For same modality (Fig. [3.3B), fine-tuning just the depthwise con-
volution significantly increased test accuracy compared to the pretrained models (p = 0.049; Wilcoxon
signed-rank test with false discovery rate correction). In the unseen modality condition (Fig. 3.3E), all
fine-tuning approaches significantly increased test accuracy compared to the pretrained models (temporal
convolution: p = 0.0054, depthwise convolution: p = 0.0094, separable convolution: p = 0.0054, all
layers: p = 0.0054). Additionally, fine-tuning the separable convolution and all HTNet layers resulted in
significantly higher test accuracy than tailored HTNet decoders (p = 0.021 and p = 0.015, respectively).

No other comparisons were statistically significant.

Similarly, decoder performance for each participant shows that, in general, fine-tuning HTNet increases
test accuracy. All tested fine-tuning approaches yielded similar performance (Fig. 3.3|C,F). In addition,
computation times are consistent across fine-tuning approaches (Tables[A.6] [A.7). By varying the number
of events used (Fig. [3.3]D,G), we find that fine-tuning approaches outperform randomly-initialized, tailored
decoders when fewer than ~400 ECoG or ~30 EEG events from the test participant are available for training
(see Fig. [A.3] for separated plots of each fine-tuning approach). In addition, fine-tuned HTNet decoders
approach performances of the best tailored decoders with as few as 50 ECoG or 20 EEG events available for
training. Finally, we demonstrated that we can fine-tune HTNet decoders to ECoG events after pretraining

on EEG events (Fig.[A.4).
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Figure 3.5: HTNet performance improves with increases in training participants and electrode over-
lap. (A) Adding more training participants significantly improved test accuracy for HTNet, EEGNet, and
random forest decoders (p < 0.05). The line of best fit is shown for each group, with shading denoting the
95% confidence interval of the slope. The logarithmic relationship seen suggests that performance will not
substantially improve once a certain number of training participants are used. (B) We also compared test
accuracy as a function of electrode coverage overlap between the training and test participants and found a
significant positive relationship only for HTNet and EEGNet (p < 0.05).

3.3.3 Interpreting network computations

Trained HTNet models achieve generalized decoding by extracting physiologically-relevant features, specif-
ically at low frequencies and near the motor cortex (Fig. [3.4). HTNet’s temporal and depthwise convolu-
tional layers are interpretable, so we can probe these trained layers to determine the spatiotemporal features
most often used for decoding, just like with EEGNet [Lawhern et al.]. Here, we analyzed the trained layers
of generalized HTNet decoders that were used for the same and unseen modality conditions.

Across decoders, we find a consistent emphasis on low-frequency (<20 Hz) temporal features (Fig.[3.4A)
when analyzing the average frequency response over temporal convolution filters. These decoders also fre-
quently focused on cortical regions near the motor cortex (towards the central sulcus and midline), based on
trained depthwise convolution weights (Fig. [3.4B). When we take the difference in spectral power between
arm movement and rest events near these motor cortical regions, we find, consistent with previous ECoG
and EEG studies [[Chung et al., 2017; Miller et al., 2007], that low-frequency spectral power decreases dur-
ing movement onset, with a similar magnitude for both ECoG and EEG data. This consistent magnitude
in low-frequency power between recording modalities likely explains why our trained HTNet models gen-

eralized to the EEG participants prior to any fine-tuning. It is important to note that the increase in ECoG
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high-frequency (>50 Hz) power, a pattern commonly linked to active movement [Nowak et al., 2018} |[Basar
et al., [2001]], was not present in the EEG dataset, likely due to temporal filtering by the skull [Srinivasan
et al.| [1998]].

Another crucial factor in HTNet performance is the spatial overlap of electrodes between the training
and test participants, as well as how many participants were used for training (Fig.[3.5). We observe signifi-
cant positive trends between electrode fraction overlap and test accuracy for HTNet (0.33 slope, p = 0.005;
t-test with false discovery rate correction) and EEGNet (0.23, p = 0.025). We also find significant loga-
rithmic relationships between the number of training participants and test accuracy for HTNet (0.07 slope,
p = 2.77e—T7), EEGNet (0.06, p = 2.77e—7, and random forest (0.03, p = 0.003). We initially tried a linear
fit, but found that logarithmically scaling the number of training events resulted in a better fit. This loga-
rithmic trend suggests that, at a certain point, adding more participants will not noticeably improve decoder
performance. The number of training participants also affects computation time and number of epochs used
during training (Fig. [A.3). Our findings suggest that HTNet is best able to incorporate information when

many training participants are used, especially those with similar electrode placement to the test participant.

3.4 Discussion

We demonstrated that HTNet can outperform state-of-the-art neural decoders when generalizing to new par-
ticipants, even when a different recording modality is used. Developed as an extension of EEGNet [Lawhern
et al.[|, our key contributions to the neural network architecture are the addition of a Hilbert transform layer
and a weight matrix to project individual electrode locations onto common brain regions. These trained HT-
Net decoders can be fine-tuned to a new test participant with fewer than 100 of the test participant’s events
and still decode almost as well as tailored decoders that have been trained on substantially more events. To
achieve this performance, HTNet decoders consistently extract physiologically-relevant features, as revealed
by our analysis of trained decoder weights.

To our knowledge, HTNet is the first decoder that can generalize and transfer its learning across both
ECoG participants and different recording modalities. Previous studies have implemented decoders that can
transfer across different EEG devices [Wu et al.; [ Xu et al., |[2020; |Wu et al., 2016; [Nakanishi et al., [2020] or

leverage data from concurrent recording modalities [Muraskin et al., 2018}; [Fatima and Kamboh, 2017]], but
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none of these decoders have demonstrated the ability to generalize to an entirely different recording modal-
ity. Yet, cross-modal generalization can be hampered by the limitations of each recording modality. For
example, the high-frequency power increase seen with ECoG is not present in the EEG dataset (Fig. [3.4C-
D), demonstrating the infeasibility of transferring from EEG to ECoG when high-frequency features are
necessary to decode well. As for generalizing across participants, many decoders can do this with EEG
data [Wu et al.], including EEGNet [Lawhern et al.], but development of analogous ECoG decoders has
been hindered by the high variation in electrode placement across ECoG patients. Similarly, several studies
have implemented fine-tuning when decoding EEG or ECoG data [|Azab et al.; Makin et al.; |[Elango et al.;
Wang et al.| le; [Desai et al.; [Uran et al., 2019]], but these decoders were trained on either one participant or
non-brain data, instead of multiple ECoG participants. By training on multiple participants’ data, HTNet

can generalize effectively to unseen participants and avoid overfitting to any one participant.

When we compared performance across different types of decoders, HTNet consistently outperformed
EEGNet, even in the tailored condition. These performance differences between HTNet and EEGNet arise
solely from HTNet’s Hilbert transform layer because for all decoders, we projected onto common brain
regions when training on multiple participants. We used the Hilbert transform to compute spectral power,
which unlike the time-domain signal does not include a phase component. When we used just this phase
component for decoding, we found that HTNet performance substantially worsened compared to using spec-
tral power (see Fig.[A.2). This difference in accuracy suggests that decoding directly from the time-domain
signal is suboptimal for our specific decoding task because the phase component is less informative than
spectral power. Based on this insight, we would expect EEGNet to perform as well as or better than HTNet
when decoding neural data with highly informative phase, such as event-related potentials [[Aydarkhanov
et al., [2020; [Kappenman and Luckl, 2016]], depending on whether HTNet uses phase or spectral power to

decode.

More broadly, HTNet demonstrates the value of integrating computational models, such as deep learn-
ing, with insights from neural signal processing. Fusing computational methods with scientific insight
has inspired novel solutions that leverage the strengths of both approaches [Anumanchipalli et al., [2019;
Schirrmeister et al., 2017; |Wang et al., |g]. An alternative to our approach would have been to develop an

end-to-end neural network model that simply learns to compute spectral power or project electrode-level
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signals onto a common grid. However, incorporating explicit transformations to spectral power and com-
mon cortical regions minimized the number of trainable parameters (and hence the amount of training data
needed) and, like EEGNet, kept HTNet’s initial layers interpretable. Furthermore, we were able to apply
insights from previous ECoG/EEG research by explicitly baseline-subtracting spectral power within HTNet
in order to generalize from ECoG to unseen EEG data [Hu et al., [2014} |Parra et al., 2005]. On the other
hand, deep learning models can generate data-driven features that may be computationally expensive to ob-
tain using other available methods. While many data-driven spatial filtering methods are available [Cohen,
2014b; Makeig et al., |1996], identifying frequencies with relevant spectral power often requires either a
brute force search or applying techniques such as wavelet convolution to compute power at several frequen-
cies, increasing the size of an already high-dimensional dataset [Lee and Choi, 2019; Tayeb et al., 2019].
In contrast, HTNet converges quickly and provides a low-dimensional feature representation in the spectral
domain. We believe that further embedding of neural signal processing into data-driven methods such as

deep learning will continue to enhance the robustness and generalizability of future neural decoders.

Our study has several important limitations to consider. First, we classified two event types (arm move-
ment versus rest), which is substantially less than the types of complex behaviors present in many neural
decoding paradigms. Nonetheless, HTNet’s architecture allows for decoding more than two types of events,
and EEGNet has been shown to perform well when decoding among four types of behavior [Lawhern et al.].
Still, decoding more complex behaviors than the current task may impact HTNet’s generalizability. We
chose ECoG and EEG datasets from a task with only two event types because the electrode positions were
in a common coordinate system (MNI), which was essential when projecting data onto common brain re-
gions for multi-participant decoding. Our analysis also may have been limited by projecting only onto
144 sensorimotor brain regions, which we chose based on the decoding task. For real-world decoders, the
most informative regions may not be clear, requiring data-driven region-selection approaches to avoid high
memory usage and slow computation times [Peterson et al., 2018, 2021]]. Additionally, we could have con-
strained HTNet’s temporal convolution layer to learn more meaningful narrow-band filters [Ravanelli and
Bengiol 2018]]. Finally, HTNet itself is limited by the assumption that spatiotemporal features are consistent
across participants and the use of traditional spectral measures that often conflate periodic and aperiodic

components of neural activity [Donoghue et al., 2020].
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We are currently exploring extensions of HTNet for a variety of applications such as cross-frequency
coupling [van der Meij et al.||2012; |Canolty and Knight, 2010], long-term state decoding [Sani et al., 2018]],
cross-task decoding [He and Wu, 2020]], and data-driven regression [Cui et al., 2019; [Wu et al., 2017]. In
addition, other decoding measures could be substituted for the Hilbert transform, including non-Fourier
methods [Cole and Voytekl 2019, 2017|], and more complex interpolation schemes could be used to generate
the projection matrix by incorporating participant-specific cortical anatomy [[Owen et al., 2020; [Vermaas
et al., 2020]. Besides ECoG and EEG, HTNet may also be useful for generalizing across participants with
stereotactic EEG or local field potential recordings [Herff et al., [2020; Jackson and Hall, 2016]]. Overall,
HTNet provides a useful decoding framework applicable across a variety of tasks and overcomes important

obstacles towards developing robust, generalized neural decoders that can be fine-tuned with minimal data.

3.5 Summary

In this chapter, we developed and tested the HTNet model. We showed that this model could decode either
ECoG or EEG data, and could generalize to unseen participants in either modality. The model was also able
to decode data that came from naturalistic contexts - where ECoG participants spontaneously generated their
movements based on personal need. Our generalizable model could be further fine-tuned to new participants
to improve model performance. This chapter emphasizes model improvements that can led to more useful
“out-of-the-box” models for BCIs. In many of the following chapters we explore additional use cases for

this generalized model and make improvements to the architecture.

Code and data availability

Our HTNet code is publicly available at: https://github.com/BruntonUWBio/HTNet_generalized_
decoding. The code in this repository can be used in conjunction with publicly available ECoG (https:
//figshare.com/projects/Generalized_neural_decoders_for_transfer_learning_
across_participants_and_recording_modalities/90287) and EEG [Ofner et al., [2017]]

datasets to generate all of the main findings and figures from our study.
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Chapter 4

Data augmentation and cross-participant
generalization of EEG decoders for

cognitive tasks

In the previous chapter, we explored generalized deep learning models for decoding movement — an es-
sential aspect of human behavior. However, our daily lives encompass a variety of cognitive tasks that are
equally critical to navigate the world. To enhance the versatility and applicability of Brain-Computer Inter-
face (BCI) systems across diverse contexts, we must also focus on developing generalized neural decoders

for cognitive states.

4.1 Introduction

In this chapter, I present our efforts to develop neural decoders to detect cognitive information from elec-
troencephalography (EEG) data. We trained and developed neural decoders on data from a verbal recogni-
tion task, where participants were exposed to a series of words, and later tasked with recalling whether they
had previously encountered each word (detailed methodology can be found in Section d.2)). We trained our
models to predict whether participants had recognized the words during the recall phase of the experiment.

Our objective was to investigate whether our deep learning models could identify distinct neural signatures
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associated with cognitive states of recognition and to engineer models that generalize across different partic-
ipants. This research aligns with the broader aims of the DARPA-sponsored project, NEAT, which seeks to
create neural decoders that can detect early symptoms of depression, psychosis, and suicidality. The hope is
that neural decoders like this will enable clinicians to initiate timely interventions for individuals with these

conditions, potentially altering the trajectory of their mental health [Morgan].

The development of passive BCIs — those that detect various user states without requiring active input
or conscious attention from the user — is well-established [Nijboer et al., b; Angrisani et al.]. For example,
passive BCIs can be used to detect cognitive states such as attention, and has shown promise using both
EEG and ECoG technologies [Thiery et al.;|De Taillez et al.]. The success of these methods has even paved
the way for commercial applications, such as Neurable’s EEG headphones, which monitor the user’s focus
[Neurable]. Research has expanded into other cognitive domains as well, including emotion, cognitive load,
working memory load, and fatigue [Liang et al.; Yoo et al.; Zygierewicz et al.; Zeng et al.]. Despite these
advancements, the decoding of mental health states such as depression remains relatively underexplored
[Akbari et al.; |Garcia-Ponsoda et al.]]. Significant work is still required to refine these models and integrate

them into clinical mental health settings.

As discussed throughout this dissertation, a major barrier to the deployment of BCls in real-world ap-
plications is the lack of cross-participant generalizability in neural decoders. This issue is particularly pro-
nounced in passive BCIs and in the development of systems aimed at monitoring mental health. In this
chapter, we will further explore the concept of generalizability. While deep learning models are advan-
tageous for their ability to discern complex patterns in data, they also require substantial datasets to train
effectively. This poses a significant challenge for BCIs, as acquiring neural data is both difficult and costly.
One strategy to mitigate this issue is through data augmentation, a technique that enhances the size and
diversity of a dataset by applying various transformations to existing data [Shorten and Khoshgoftaar]. For
example, an image of a cat can be transformed into multiple variations by applying random crops, rotations,
and color adjustments, thereby artificially expanding the dataset. In the case of image data, applying use-
ful transformations is relatively straightforward and can be verified with visual inspection. However, the
adaptation of similar techniques to time-series data, such as EEG or ECoG recordings, is less intuitive [Wen

et al.[]. Previous studies on data augmentation for EEG data have indicated that the effectiveness of specific
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Figure 4.1: Model architecture, experimental paradigm, and data augmentation strategies for developing
generalized EEG decoders for cognitive tasks. A) Comparison between the original HTNet architecture (top)
and the revised architecture proposed in this chapter (bottom). The revised model includes a re-positioned
Hilbert transform layer after the depthwise convolution and an additional skip connection around the Hilbert
layer. B) Illustration of the verbal memory task used for training our models, comprising four stages:
encoding, free recall, lexical decision, and recognition. Figure adapted from Marquardt et al.l C) Examples
of the six data augmentation methods shown on an EEG channel, including four “random transformation‘
methods and two “pattern mixing” methods.

augmentations can vary significantly depending on the task at hand, but overall, augmentation is beneficial
for improving model performance [Lashgari et al.]]. In light of these findings, this work also investigates the
use of data augmentation to enhance both the accuracy and generalizability of our models, aiming to make

significant strides toward the practical application of BCIs for mental health settings.

4.2 Methods

4.2.1 Dataset

We used data from 20 participants performing a verbal memory task to train our machine learning models,
leveraging previously published data from Marquardt et al.. For a detailed description of the experiment,
readers are referred to the original publication, but we summarize here. The task comprised four distinct

phases: an encoding phase, free recall phase, lexical decision phase and recognition phase (see Figure {.1]
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B). In the encoding phase, participants were presented with forty different words and prompted to respond
to stimuli. In the free recall phase, participants were asked to recall as many words as possible from the
encoding phase. In the lexical decision-making phase, participants determined if presented words were
real or not (including twenty words from the encoding phase, twenty new words, and twenty non-words).
In the last stage, the recognition phase, participants indicated if presented words were new or previously
encoded. We focused our analysis on the recognition phase, specifically on trials where participants correctly
identified new or old words. This phase yielded approximately 80 trials per participant. EEG recordings
were collected throughout the experiment using a 128-channel BioSemi headcap at a sampling rate of 256
Hz.

For data processing, we initially synchronized the trials to the stimulus onset and extracted windows
from 200ms before to 1000ms after stimulus onset. We then applied standard EEG pre-processing tech-
niques, which involved notch filtering to remove line noise at 60Hz, down-sampling to 125Hz, re-referencing,
and normalizing each channel. Further details regarding our pre-processing pipeline can be found in|Bigdely-
Shamlo et al.; Mullen et al.. Additionally, we used the automatic artifact removal methods outlined in [[Chang

et al.| [al].

4.2.2 Machine Learning Models

We conducted a comparative analysis of four machine learning models, including three deep learning ap-
proaches. Our baseline model utilized random forest with 100 estimators and no maximum depth. In
addition, we evaluated three deep learning models: EEGNet, HTNet (Orig HTNet), and a revised version of
HTNet (Rev HTNet) designed specifically for EEG analysis. The EEGNet model and HTNet models were
initially developed for decoding EEG and ECoG data, respectively, with detailed descriptions available in
[Lawhern et al.]] and [Peterson et al.| b]] (also see Chapter [3)).

We made the following changes to HTNet from the original [Peterson et al.| b]. Unlike the original HT-
Net paper, we did not require an electrode projection step because all participants used the same EEG caps,
ensuring consistent electrode placement. For the Rev HTNet model, we made architectural and training
adjustments to enhance performance with EEG data containing event-related potentials (ERPs). Specifi-

cally, we re-positioned the Hilbert transform layer after the depthwise convolution and introduced a skip
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connection around the Hilbert layer (see Figure A). These modifications were motivated by the need to
incorporate spatial filter information extracted by the depthwise convolution into the Hilbert transformation,
in addition to the temporal filters provided by the temporal convolution. The skip connection was included
to enable the model to leverage spatiotemporal features from both the temporal and depthwise convolutions
in both the frequency and time domains. Furthermore, we switched the optimizer for the Rev HTNet model
from regular Adam to AdamW, which includes weight decay in the optimization process. We also imple-
mented an exponential decay for the learning rate in this model. Additionally, we adjusted the kernel length
of the temporal convolution to 64, set the F1 and F2 parameters to 6 and 2, respectively, and increased the
batch size to 64 for the Rev HTNet model. Other parameters of model training were consistent across the
three deep learning models, including training for 50 epochs with early stopping patience of 5 epochs, a
learning rate of 0.001, and binary cross-entropy as the loss function. Finally, we assessed model perfor-
mance of all models on the ROC AUC score (Area Under the Receiver Operating Characteristic Curve) on

the test set.

Within-Participant Training

In a subset of our analyses, we trained models on one participant and tested on data reserved for that same
participant, akin to the tailored models discussed in Chapter[3] To prevent bias towards the dominant class in
the training data, we balanced the number of classes in the training set. Each participant’s data was randomly
divided into 80% for training, 10% for validation, and 10% for testing. We repeated this process three times

for each participant to approximate the distribution of model performance.

Cross-Participant Training

To assess the generalizability of our models, we developed models that were trained and tested across par-
ticipants. In this training scheme, we trained the model on a subset of participants and tested it on held out
participants. We used a k-fold cross-validation scheme to split participants into training, validation and test
data. Consequently, the training set comprised % of the participants, while the remaining % were evenly split
between validation and testing. Our models were trained over 8 folds, with each fold executed 3 times to

capture the range of model performance.
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4.2.3 Data Augmentation

Deep learning methods are notoriously data hungry. However, collecting substantial amounts of neural data
is often time and cost prohibitive. In our dataset, we are limited to approximately 80 trials per participant,
which is typically insufficient for training large deep learning models. To address this limitation, we turned
to data augmentation as a means to artificially expand our dataset for model training. We employed six
different data augmentation methods, known to be effective with time series data [Lashgari et al.; |He et al.;
Yang and Desell; Yang et al.] (see examples of the data augmentations in Figure C). Among these
methods, four fall into the category of random transformations — jitter, magnitude warping, scaling, and
window warping [Lashgari et al]. The remaining two methods we classified as pattern mixing techniques
— cutmix and mixup [Yun et al.; Zhang et al., [a]. For each augmentation method, we tripled the amount
of data available for training. We also exclusively trained cross-participant models to maximize the training

data and improve generalizability.

Augmentation Category: Random Transformation

Our first augmentation method in the category of random transformations is scaling. This method aims to
modify the magnitude of the EEG signals by either reducing or amplifying the signal strength. Within the
context of EEG data, an increase in signal power might suggest a more pronounced response to stimuli,
while a decrease could indicate a less prominent reaction. In our implementation, the same scaling factor is
uniformly applied to all channels within each trial. We determined this scaling factor by randomly sampling
from a Gaussian distribution with a mean of 1 and a standard deviation of 0.1.

The next data augmentation technique we examined is jitter, which involves injecting small amounts of
additional noise into the signal. This method is beneficial for enhancing the model’s robustness to various
sources of noise inherent in EEG data [Hassani and Karami; Piastra et al.]. By introducing controlled noise
during training, the model becomes more adept at handling real-world noise scenarios. In this approach, we
generated a randomly sampled matrix, mirroring the shape of our EEG data (trials x channels x time), from
a Gaussian distribution with a mean of 0 and a standard deviation set to 20% of the standard deviation of the
trial data. We then added the randomized matrix to the original trial.

Our next data augmentation technique was magnitude warping, a method akin to scaling but with a twist.
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Unlike scaling, where the scaling factor is uniformly applied across the entire trial time, magnitude warping
introduces variability by applying different scaling factors to different parts of the signal. For example,
the first 200ms of the signal may be amplified, while the rest may be decreased. To implement this, we
first sampled scaling factors from a Gaussian distribution with a mean of 1 and a standard deviation of
0.1. We then randomly determined the number of inflection points in the warped scaling by sampling from
a uniform distribution between 10 and 15. These inflection points dictate the number of times the scaling
changes direction. Next, we used the CubicSpline function from the sklearn library to interpolate the warped
scaling, which is then multiplied with the original signal. In our implementation, a unique warped scale is
applied to each channel of the data.

Our final random transformation technique is window warping, which involves stretching and shrink-
ing the signal in the time domain rather than altering its magnitude, as in magnitude warping. This data
augmentation simulates variations in a participant’s reaction time to stimuli, ideally providing the model
with valuable insights into response variability. Similar to the magnitude warping technique, we generated
scaling factors from a Gaussian distribution, randomly sampled the number of inflection points, and used
CubicSpline for interpolating the warped scale. The main difference lies in the application of the warped
scale in the time domain instead of on channel magnitude. In our approach, each channel undergoes a

distinct randomly generated warp scale.

Augmentation Category: Pattern Mixing

CutMix is a data augmentation technique for training deep learning models, particularly effective for im-
proving the performance and robustness of image classification models [[Yun et al.;|Yang and Desell]. The
core idea of CutMix is to create new training samples by combining pairs of samples and their correspond-
ing labels in a novel way. Specifically for image data, CutMix selects a random patch from one image and
pastes it over a corresponding patch in another image. The ground truth labels for these new images are then
mixed proportionally to the area of the patches contributed by each original image. For instance, if 70% of
the pixels in the new image come from an image labeled "cat" and 30% from an image labeled "dog", the
target label would be a blend of 70% "cat" and 30% "dog". This approach not only diversifies the training

data but also encourages the model to focus on less dominant features of the classes, thereby improving
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its generalization capabilities. In our approach, instead of combining images, we combine two EEG trials.
The trials can be merged either in the channel domain or the time domain, with each new sample randomly
selected to be merged in one domain or the other. When the cut occurs in the time domain, a random subset
of contiguous time from a randomly selected trial is incorporated into the original trial. If the merge occurs
in the channel domain, a random subset of channels from a random trial is swapped into the original trial. In
both cases, the timing and channel positions remain consistent. To determine the proportion of data merged
from the second trial, we randomly sample from a uniform distribution between 0.05 and 0.95. To ensure
the generated data is meaningful, we only merge trials from the same participant with the same labels.
MixUp is another common technique used to improve the generalization of machine learning models,
especially in tasks like image classification [Zhang et al., a; |Yang et al.. The method works by blending
two images and their corresponding labels to generate new training samples. For image data, two images
are taken and combined together using a weighted average, where the weight is randomly sampled from a
distribution. In our application to EEG data, the weighted average was randomly sampled from a uniform
distribution between 0.05 and 0.95. This weight determines the proportion of the original trial that remains
in the mixed signal. We applied the same weighted average consistently across both the time and channel
domains for each newly generated trial. Similar to our approach with CutMix, we also only mix trials from

the same participant with the same labels.

4.3 Results

4.3.1 Within-Participant Models

In this section, we report the results from the within-participant models, as detailed in the first two panels
of Figure #.2] All test accuracies are quantified using ROC AUC metrics. Among the evaluated models,
EEGNet achieves the highest mean test accuracy at 59.6%. The random forest model follows with a mean
test accuracy of 57.5%, while the revised HTNet (Rev HTNet) model shows a mean accuracy of 56.0%. The
original HTNet (Orig HTNet) model shows the lowest mean accuracy of 52.9%. Notably, significant differ-
ences in performance are observed between the random forest and Orig HTNet models (p-value: 0.02225),

as well as between EEGNet and Orig HTNet (p-value: 0.0001431). Of the participants, 1363, 1385, 1490,
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Figure 4.2: Test Accuracy (ROC AUC) for Within-Participant and Cross-Participant Models. Panel 1:
Displays a boxplot of test accuracy for each model trained within participants. Stars above the boxplots
denote significant differences in model performance. Panel 2: Displays a scatter plot detailing the test
accuracy of all four models, segmented by individual participant. Panel 3: Displays a boxplot of the test
accuracy of the different models trained across participants. This panel does not provide a participant-
specific breakdown, as the test data encompasses several participants.

and 8587 consistently demonstrate the best average performance across all models. The robust performance
of the random forest models and EEGNet can likely be attributed to their effectiveness in handling the

limited data typical of within-participant model training.

4.3.2 Cross-Participant Models

In this section, we report the results for the cross-participant models, as depicted in the last panel of Figure
4.2l Among the cross-participant models, the revised HTNet (Rev HTNet) model achieves the highest mean
test accuracy at 56.7%. The EEGNet model demonstrates the next best mean accuracy at 53.9%, while the
random forest model and the original HTNet (Orig HTNet) model exhibit mean test accuracies of 53.6%
and 50.6%, respectively. Significant differences in performance are observed between the random forest
and Orig HTNet models (p-value: 0.01211), EEGNet and Orig HTNet (p-value: 0.0007353), as well as Rev
HTNet and Orig HTNet (p-value: 0.001145). These results combined with the within-participant results
suggest that while the original HTNet model may not be well-suited for low-data scenarios with EEG data,

the revised architecture demonstrates strong generalization capabilities in such settings.

65



4.3.3 Data Augmentation Models

In this section, we report the results of six data augmentation methods applied to cross-participant models,
each utilizing a data augmentation factor of three. The results, summarized in Figure 4.3] suggest that data
augmentation has a marginal impact on test accuracy. Among the augmentation techniques, jitter stands
out with the highest average test accuracy across models at 55.7%. The other augmentation methods yield
comparable results on average across the models (CutMix = 53.4%, magnitude warping = 54.2%, MixUp
= 54.9%, scaling = 55.5% and window warping = 53.4%). Comparing these results to the baseline cross-
participant models without data augmentation, we note minimal differences in performance (random forest
average test accuracy = 53.8%, delta from no data augmentation model = +0.02%; EEGNet = 57.0%, delta
=+3.1%; Orig HTNet = 51.6%, delta = 1.0%; Rev HTNet = 55.7%, delta = -1.0%). These results indicate
that data augmentation helped the EEGNet model generalize the best. EEGNet benefits the most from jit-
ter, achieving a significant boost in accuracy to 59.7%, the highest overall for any combination of model
and data augmentation. Other methods also enhance EEGNet’s performance (CutMix = 56.2%, magnitude
warping = 53.6%, MixUp = 57.7%, scaling = 58.3% and window warping = 56.3%). Conversely, the ran-
dom forest model shows negligible change across all augmentation techniques, maintaining a performance
level similar to baseline cross-participant models (CutMix = 53.4%, jitter = 53.2%, magnitude warping =
55.4%, MixUp = 53.2%, scaling = 55.8% and window warping = 51.9%). The Orig HTNet model continues
to underperform, indicating that additional data does not significantly enhance this architecture’s effective-
ness (CutMix = 51.6%, jitter = 53.0%, magnitude warping = 52.1%, MixUp = 52.6%, scaling = 51.7%
and window warping = 49.0%). In contrast, the Rev HTNet model exhibits a varied response to different
augmentations. Notably, CutMix shows the weakest result at 52.6%, significantly lagging behind the other
methods, whereas jitter leads with a performance of 57.1% (see bottom right panel in Figure [4.3). All other
data augmentations show comparable performance in Rev HTNet (magnitude warping = 55.8%, MixUp =
56.4%, scaling = 56.1% and window warping = 56.5%). These findings underscore that while data aug-
mentation can slightly enhance model generalization, particularly with jitter, the overall impact on model

performance is modest.
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Figure 4.3: Test Accuracy (ROC AUC) for Data Augmentation Models. The top panel shows test accuracy
for all six data augmentation methods, categorized by model type. The bottom left panel displays the average
test accuracy across all data augmentations for each model. The bottom right panel showcases test accuracy
specifically for the Rev HTNet model, with stars denoting significant differences in test accuracy between
data augmentation methods in this model.
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Figure 4.4: Model Interpretability in Within-Participant and Cross-Participant Models. We visualize the
learned frequency filters and electrode weights from the three deep learning models. Panel A displays
results from within-participant models. Panel B shows the results from cross-participant models. Note that
we focus on EEGNet, Orig HTNet, and Rev HTNet models, as their convolution layers correspond to the
frequency filters and electrodes under analysis.
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4.3.4 Model Interpretability

In this section, we apply the same model interpretability techniques outlined in [Peterson et al.| [b] (Chapter
[B). In brief, the temporal convolution captures temporal data features, while the depthwise convolution
learns spatial filters across the EEG electrodes. By analyzing the weights and outputs of these layers, we
can gain insight into the model’s decision-making process. To examine the frequency filters, we first train
the deep learning models and then pass white noise through the temporal filter. This process reveals the
frequencies that the model prioritizes. For the electrode weights, we extract the weights from the depthwise
convolution, average them across the layer’s filters, and then map them onto EEG electrodes. Our analyses
involve averaging all trained models within each experiment type. For example, in the within-participant

results, we average the filters and weights across all participants and training folds.

For within-participant models, we observe minimal discrepancies in the filters and weights learned by
the models (refer to Figure #.4] A). In the frequency filters, EEGNet emphasizes frequencies below 10Hz,
reduces weight between 10-20Hz, and maintains a relatively consistent weighting from 20-60Hz. Rev HT-
Net exhibits similar frequency filters but with a less pronounced dip between 10-20Hz. Conversely, Orig
HTNet showcases somewhat distinct frequency filters, featuring a peak around 5Hz and a dip around 20Hz.
Regarding electrode weights, all three models display similar weightings, without any particular regions
standing out as significantly salient. This phenomenon could be attributed to the fact that the weight plots

are averaged across all participants, potentially diluting participant-specific weightings.

In contrast, cross-participant models reveal more noticeable differences between models. In EEGNet,
there’s a peak in frequencies below 10Hz and another small peak around S0Hz. We also see that EEGNet
learns some salient electrodes for decoding, particularly around the left occipital lobe, left and right parietal,
and central frontal lobe. Orig HTNet demonstrates more interesting frequency filters, with peaks around
5Hz, 15Hz, and 30Hz. However, this model does not exhibit clearly salient electrode weights like the other
two models. The divergent frequency filters and electrode weights in Orig HTNet may explain its compara-
tively weaker performance in these experiments. Rev HTNet showcases a frequency filter similar to that of
EEGNet, emphasizing frequencies below 10Hz and exhibiting a small peak around 20Hz. Similarly, its elec-
trode mapping mirrors EEGNet, but with even greater weight disparity on salient electrode locations (left

and right occipital, and left and right parietal). These findings suggest that establishing a robust electrode
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weighting, where certain electrodes are more prominent, might be crucial for decoding cognitive tasks.
Lastly, we explore model interpretability of the Rev HTNet results with data augmentation. Overall,
we observe that the models across all data augmentations exhibit similar frequency filters and electrode
mappings. Broadly, these models emphasize frequencies below 10Hz, followed by a relatively consistent
response across frequencies up to 60Hz. The models also identify the same electrode locations as the cross-
participant Rev HTNet model, specifically the left occipital and left and right parietal regions. However,
some deviations are noted. The CutMix model displays a small peak around 40Hz in the frequency filter
and an additional electrode location near Cz, potentially explaining the significantly poorer performance of
the CutMix models. On the other hand, the jitter model reveals additional electrode locations of interest, one
near Cz4 and another in the right frontal lobe, which could explain why models trained with jitter showed

superior generalizability.

4.4 Discussion

Our results underscore the limitations of the original HTNet model proposed in Chapter [3] [Peterson et al.|
b]. The architecture updates proposed in this chapter demonstrated clear improvements in decoding EEG
data for cognitive tasks. However, it remains unclear whether these enhancements would generalize to other
modalities beyond EEG or tasks beyond cognitive domains. Since the original HTNet model was designed
with ECoG data in mind, future investigations should explore whether the revised HTNet architecture would
outperform the original in cognitive tasks recorded with ECoG data or in other ECoG scenarios.

In our exploration of data augmentation, we were surprised to find that the jitter method yielded the
best overall performance. We initially expected more sophisticated methods like CutMix and MixUp to
generate more realistic synthetic data, thereby enhancing model generalizability by increasing robustness
to data variations. However, it appears that the jitter method provided the most beneficial synthetic data
for model training and generalization. This could be due to the fact that neural data is inherently noisy
[Hassani and Karamif; |Piastra et al.[|, and the jitter method naturally introduces substantial noise into the
signal. This likely enhanced the model’s resilience to noise, a common challenge in EEG data analysis.
It is also possible that CutMix and MixUp did not perform as well due to the extent of data mixing. For

example, in our MixUp approach we choose the percentage of the original trial from a uniform distribution
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between 0.05 and 0.95, rather than a Gaussian distribution. The choice to use a uniform distribution could
result in trials that are only minimally altered from the original, potentially limiting the effectiveness of
the augmentation. Given that we expect other data augmentation methods to also show improvements, we
may find that combining different augmentations may result in the best model improvements. Exploring
combinations of data augmentation methods and optimizing their hyperparameters could lead to further

improvements in model performance.

Our interpretability results revealed that the models showing the best performance tended to emphasize
similar electrode locations, particularly around the left occipital and parietal lobes. The occipital lobe is
crucial for visual processing, while the parietal lobe is involved in sensory processing [Anderson et al.,
a]. This suggests that our models may be learning to differentiate classes based on visual and sensory
processing times or other factors related to the experimental setup. Additionally, the Rev HTNet model with
jitter augmentation, which demonstrated high performance, also learned an additional electrode weighting
on C4 and the right frontal electrodes. This may indicate that models trained with the jitter augmentation are
capturing additional, task-relevant information. Processing from the frontal lobe is associated with higher-
level cognitive functions such as memory [Anderson et al., ja; |(Chayer and Freedmanl], suggesting that this

model variant is effectively leveraging information from this region of the brain.

4.5 Summary

Our findings demonstrate the potential to create models that generalize across participants in cognitive tasks.
By enhancing our original HTNet model, we devised an architecture better suited for generalization on EEG
data. Surprisingly, augmenting the training data did not significantly enhance model performance, although
it did improve the generalizability of the EEGNet model. Despite these advancements, there remains room
for improvement to make these models viable in real-world applications. These results underscore the
ongoing need for the development of more generalizable models in BCI applications, as well as the necessity
for data augmentation methods tailored for neural data. Additionally, there is a pressing need to identify a
universally adaptable model architecture capable of accommodating variability across users and tasks in

BClIs.
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Chapter 5

Neural Manifolds of Human Intracranial
Recordings During Naturalistic Arm

Movements

In this chapter, we switch our focus from the models used for neural decoding, to the contexts where the neu-
ral data was collected. The primary intent of this chapter is to further understand naturalistic neural data and
how neural activity during natural movement changes between individuals, and from experimental contexts.
In particular, we explore the naturalistic ECoG dataset shown in Chapter[3] This chapter includes materials
in preparation for submission to the Journal of Neural Engineering. Please check future publications for

updated versions of this chapter.

5.1 Introduction

Understanding how neural computations control movement behavior is critical to advancing many fields
within neuroscience, including the development of Brain-Computer Interfaces (BCls). The majority of ex-
isting data from neural recordings during movement have focused on data collected during controlled lab
experiments on simple directed tasks. However, understanding how neural activity drives movement during

naturalistic behavior is essential for expanding these findings outside of the lab. Naturalistic movements,
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characterized by their unconstrained, self-generated, and spontaneous nature, are often underexplored be-
cause of the additional complexity provided by the various contexts and concurrent behaviors involved. For
example, naturalistic movements can cover behaviors ranging from anxiously shaking hands with a new
boss, to absentmindedly stretching while working. The variety of behaviors and mental states in natural
movements presents significant challenges in understanding and modeling neural computation, especially
compared to the cued and constrained behaviors typically studied in experimental settings. Nonetheless, un-
derstanding how the brain generates naturalistic behaviors will enhance the generalizability and applicability

of research findings and bring BCIs closer to everyday practical use.

Recent innovations in large-scale neural recordings with electrode arrays is enabling deeper insights
into understanding the neural computations underlying movements. Because such large-scale recordings
can capture thousands of neurons at once, either through single cell recordings or broader recordings such
as EEG, researchers can start to develop theories about the various neural populations involved in behavior.
Although these neural recordings encompass thousands of possible dimensions of neural activity, many
analyses have found that the neural activity across all these neurons is surprisingly quite low-dimensional
[[Gallego et al., b; [Natraj et al., bj |Sadtler et al.; |Chung and Abbott; Cunningham and Yu; Yu et al., [2008].
This has opened a new line of research that uses neural manifolds to investigate the low-dimensional neural
activity within these large-scale neural recordings, to both define which sub-populations of neural activity
are most related to the behavior of interest, and to uncover the temporal structures that drive behavior in

these sub-populations [|[Chung and Abbott; (Gallego et al., |b].

Many studies analyze neural manifolds during simple behaviors in experimental settings, specifically
motor behaviors, using micro-array recordings of non-human primates and rodents [Gallego et al., b;/Chung
and Abbott]. This body of research on low-dimensional neural manifolds has yielded valuable insights into
how the brain accomplishes movement control [[Abbaspourazad et al.; [Ahrens et al.; Bruno et al.; |(Church-
land et al.| blicla; Churchland and Shenoy; |[Elsayed et al.; (Gallego et al.| |c; |Shenoy et al.; Kaufman et al., lalb;
Michaels et al.; (Overduin et al.; [Sadtler et al.; Santhanam et al.; |Sussillo et al., [a; [Sun et al., |b]. Manifold
analysis has also been important for understanding motor learning and building neural decoders. |Sadtler
et al.| and |Golub et al.| found that motor learning with a BCI that used activity from the “intrinsic” manifold

for cursor control was more easily learned than with a BCI that used neural activity outside the intrinsic
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manifold. As it becomes more established that low-dimensional neural manifolds are related to the control
of movement generation of experiment-driven movements, more researchers have started to use neural ac-
tivity within low-dimensional manifolds for BCI control [Gallego et al., a; Natraj et al.| [a; [Bashford et al.;
Farshchian et al.; |Pandarinath et al.]. For example, Gallego et al.| [a] used Canonical Correlation Analysis
(CCA) to align the latent dynamics within the neural manifold for a monkey on sessions spanning many
days, and found that they could realign the decoder even 700 days after the initial recording session of one
monkey. Other work has also shown that decoding based on manifold alignment can help align decoders

across participants [Safaie et al.] and even across species [Rizzoglio et al.|.

While most of this work focused on neural recordings from non-human primates, some work has also
shown the existence of neural manifolds in human recordings [Natraj et al.l bla; Rizzoglio et al.]. Natraj
et al.| [b] analyzed neural manifolds of micro-electrocorticography (micro-ECoG) data from humans per-
forming various hand gestures. They found that (1) the neural activity related to movement did occupy
low-dimensional neural manifolds and (2) the temporal structures of the neural activity were constrained to
sub-components of the manifold based on the movement activity. In a follow-up paper, |[Natraj et al.|[a] used
manifold alignment to perform long-term decoder alignment for another micro-ECoG human participant;
they were able to realign the BCI for up to 7 months after the initial recordings. In a different line of work,
Rizzoglio et al.| used the latent dynamics from microelectrode recordings in monkeys to successfully align

a decoder to the latent dynamics from microelectrode recordings in a human participant with tetraplegia.

This previous work established the existence and usefulness of neural manifolds for the control of move-
ments in controlled experiments. However, it remains unknown whether low-dimensional neural manifolds
persist during more complex natural movements, especially in humans, or if they are a consequence of the
simple tasks used in experimental settings |Gao and Ganguli [2015[]. Some researchers have begun explor-
ing the neural manifolds of naturalistic movements [Abbaspourazad et al.; |Altan et al.; Melbaum et al.|.
Abbaspourazad et al.| found that one principal mode within the neural manifold of naturalistic reaches in
monkeys was predictive of their movements. |Altan et al.| also found low-dimensional manifolds in monkeys
performing unconstrained movements and showed that the activity from the manifold was just as useful for
decoding as was all neural activity. [Melbaum et al.| used manifold alignment decoding for cross-subject and

cross-session generalization in freely moving rats, indicating the usefulness of manifold-aligned BClIs for
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Figure 5.1: Neural Manifold Analysis of Naturalistic Movements in Humans. We extract and ana-
lyze linear approximations of neural manifolds, i.e. neural sub-spaces, in a dataset containing simultaneous
ECoG and video data of naturalistic arm movements. The dataset comes from epilepsy patients who under-
went clinical monitoring for five days at Harborview Medical Center in Seattle, WA, USA. A) An example
of video and ECoG data from a leftward reach using the right arm by participant PO1, who, in this case,
grabbed an object from their bedside table. Video frames are overlaid with estimates of the joint coordi-
nates of the participant’s upper body, with colored dots indicating joint locations and pink lines showing the
connecting limbs. Joint coordinates were extracted using DeepLabCut. For additional detail on how joint
coordinates were extracted, see [b]. Example ECoG data below video frames shows a sample
of 14 ECoG channels from 1 second before and 1 second after movement initiation (indicated with arrow).
B) Using the estimated joint-coordinate data from video, we grouped all leftward reaches from participant
PO1 and used PCA to extract an estimate of the neural sub-space (shown in pink as a simplified 2D plane)
from the ECoG data on these movements. C) An example of simultaneous video and ECoG during a right-
ward reach in the same participant, who, in this case, placed an object back on the bedside table. The same
pipeline is applied to rightward reaches to extract the rightward sub-space, i.e., grouping right reaches and
using PCA for the manifold estimate. Each individual reach trial can be visualized on the neural sub-space
as a trajectory along the sub-space, as shown by the black arrows on the pink and green 2D planes. D)
After using PCA to obtain estimates of the neural manifolds for each type of movement, we use Principal
Angles Analysis (PAA) to calculate the distance between movement sub-spaces. E) We analyze data from
4 movement types spanning 12 different participants over the course of 5 days during their hospital stay.
This naturalistic movement dataset is visualized here as a data tensor. We split the data into four different
movement categories: left, right, up and down. The green and pink cubes in the data tensor depict the data
used for the example leftward reach and rightward reach sub-spaces.
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naturalistic movements. Whether similar results hold for neural manifolds extracted from human naturalistic

movements has remained an open question.

In this paper, we ask how does the human brain flexibly support a diverse repertoire of movements during
naturalistic everyday tasks? To this end, we analyze the structure of different neural manifolds calculated
from human ECoG data recorded during spontaneous, uninstructed natural arm movements (Figure[5.1). We
evaluated simultaneous ECoG and video data from twelve epilepsy patients while they underwent clinical
monitoring for their epilepsy over the course of five days (see Figure [5.T]A, C, E). To simplify the analysis
and align it with commonly used center-out reaching tasks, we categorized the spontaneous, uninstructed
natural arm movements into four classes (left, right, up, and down). We then use Principal Components
Analysis (PCA) to extract linear estimates of the neural manifolds underlying the control of movement (see
Figure [5.IB). Since we only calculate linear approximations of the manifolds, we henceforth refer to our
manifold estimates more appropriately as “neural sub-spaces”. Using Principal Angles Analysis (PAA), we
quantify the alignment between neural sub-spaces of the different types of movements (see Figure [5.1D).
If the neural activity during different spontaneously generated movements is similarly oriented, this could
indicate that a "universal manifold" supports movement in both uninstructed and instructed movements
[Gallego et al.l [b]. If not, the brain may instead employ another strategy to generate a diverse and flexible

set of naturalistic movements.

We explore the question of how the brain flexibly supports naturalistic movement in four parts. First, we
explore whether low-dimensional neural sub-spaces exist during naturalistic movements and evaluate how

similarly oriented those sub-spaces are across different movements within each participant (Section

[Movement Sub-Space Comparisons)). Second, we evaluate the alignment of neural sub-spaces for similar

types of movements over the course of each participant’s hospital stay (Section [Cross-Days Sub-Space]

“omparisons). Third, we compare neural sub-spaces of similar movements across different participants

in the dataset and evaluate their alignment (Section [Cross-Participants Sub-Space Comparisons). Finally,

we compare the naturalistic movement ECoG dataset to an ECoG dataset collected during experimentally-

controlled movements to uncover how neural sub-spaces might change during different movement contexts

(Section [Comparing Experimentally-Controlled Sub-Spaces).
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Participant | Left | Right | Up | Down
P01 137 79 313 | 130
P02 40 70 68 31
P03 112 | 102 | 291 79
P04 42 39 158 29
P05 37 42 85 39
P06 124 | 217 | 430 98
P07 149 69 357 | 100
P08 140 90 | 439 | 181
P09 24 25 57 45
P10 99 129 | 206 | 186
P11 115 130 | 518 | 133
P12 165 148 | 465 | 169

Table 5.1: Total number of movement instances per participant for each movement category across five
recording days.

5.2 Methods and Materials

Code for this paper can be found at:
https://github.com/BruntonUWBio/NaturalisticNeuralManifolds,
The naturalistic movement dataset can be found at: https://figshare.com/articles/dataset/

ECoG_and_arm_position_during_movement_and_rest/16599782.

5.2.1 Naturalistic Movement Data

For the naturalistic movement dataset, we collected data from 12 human epilepsy patients at Harborview
Medical Center in Seattle, WA [Wang et al., 2018} |Peterson et al., 2021} [2022]]. All participants were part
of 24/7 clinical epilepsy monitoring, which included concurrent video and ECoG recordings (see Figure
[5.1A and C). Participants included 8 males and 4 females and were aged 29 + 8 years (mean £ SD).
Electrodes were primarily implanted in the participant’s left hemisphere (7 left, 5 right); see Figure[5.2B for
the electrode placement of each participant. Some participants also received stereoelectroencephalography,
i.e., penetrating electrodes into cortical and sub-cortical areas. We extracted data from 5 days of recording
for each participant. Our study was approved by the University of Washington Institutional Review Board

for the protection of human participants, and all participants provided written informed consent.
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Figure 5.2: We used PCA and PAA to uncover and analyze the alignment of neural sub-spaces in
ECoG data during four types of naturally generated arm movements. A) Video frame example of each
type of naturally generated movement from participant PO1 during their hospital stay for epilepsy mon-
itoring. Colored dots indicate the estimated joint coordinate, and pink lines show the connecting limbs.
We split the natural movements into four categories: left, up, right and downward reaches of the arm con-
tralateral to the ECoG electrodes. The reach directions were based on the reach angle at the extent of the
participant’s reach. B) Electrode placement of all twelve participants collected in the naturalistic movement
dataset. Participants with a * had their electrode placement on the right hemisphere; electrodes on the oppo-
site hemisphere were flipped for clarity of visualization. C) Due to the variation in electrode coverage, we
weight-averaged electrodes from both datasets onto 311 common ROIs that cover motor regions, the tempo-
ral lobe and parts of the frontal lobe [Peterson et al., b]. We show a cross-slice of the 311 ROIs, with colored
dots indicating the region for each ROI centroid (Temp - Temporal, Fus - Fusiform, Cer - Cerebellum, Rol
- Rolandic, Fro - Frontal, Occ - Occipital, Hes - Heschl, SupM - SupraMarginal, PostC - Postcentral, Ang
- Angular, PreC - Precentral, Par - Parietal). D) After projecting the electrode space onto the 311 ROls,
we applied PCA to each movement type for each participant. Each PCA analysis produced an estimate of
the neural manifold, where the neural activity primarily lies as a hyperplane in the ROI space (simplified
pink and orange planes in the figure). For each principal component direction (starting with the direction of
highest variance accounted for), the angle between the hyperplanes in that dimension can be calculated, pro-
ducing the principal angle for that principal component. E) Using the top & principal angles, we calculated
the principal angles between the two neural manifold estimates. In this plot, we show possible principal
angles between the pink and orange hyperplanes (pink/orange colored region). We compared the principal
angles from the neural data to 1000 null samples generated with TME (grey region), which defined the up-
per bound of significance for the principal angles [Elsayed and Cunningham, 2017]]. F) We then calculated
the sum of all principal angles, up to our k cut-off point, and normalized by the maximum possible sum of
angles, generating our neural dissimilarity metric. This metric indicates how close the neural sub-spaces are
to each other. We also calculated the neural dissimiBitity of the null data generated via TME and used the
1% significance level as an upper bound for sub-space alignment.



Movement Behavior Preprocessing

Since our primary interest was in brain signals during naturalistic movements, we used the simultaneous
video data to extract naturalistic upper body movements. We extracted movements from 24/7 video recorded
at 30 frames per second in each patient’s room for clinical monitoring purposes. Using markerless pose
tracking via DeepLabCut [Mathis et al.], we estimated coordinates for key points like the wrist, elbow,
shoulder, and nose. Movement events were identified using automated state segmentation on pose data,
focusing on wrist movements of the hand contralateral to the electrodes occurring after at least 0.5 seconds
of no movement. We also used video data to exclude private participant times from our analysis.

After processing the video data, we categorized the ECoG data into four movement classes (leftward,
rightward, upward, and downward reaches) based on joint pose estimates. These classes broadly indicated
the reach’s target, such as the bedside table or face, simplified our later comparisons, and made the data
more akin to center-out reaching tasks, for which the methods we used were developed. Although it would
be ideal to understand the full spectrum of naturalistic movements, we lacked certain information, such
as details about the stimuli participants were attending to, which constrained our ability to analyze the
naturalistic behaviors more comprehensively. Our movement segmentation was based on the angle of the
contralateral wrist at the furthest extent of the reach, categorizing movements into quadrants on a unit circle
(left: 135 degrees to 225 degrees, right: 315-45 degrees, up: 45-135 degrees, down: 225-315 degrees).
We extracted movement events over 5 days for each participant, but not every class was present every
day, leading to some analyses excluding specific participant-day-class combinations. Examples of the four
movements with overlaid joint pose estimates are shown in Figure[5.2JA, and Table[5.1|shows the number of

movement instances for each participant.

ECoG Preprocessing

For ECoG data preprocessing, we followed the steps from [Peterson et al.| [b, |2021]], including DC drift
removal, notch filtering (60Hz and harmonics), band-pass filtering (1-200 Hz), electrode re-referencing and
normalization using MNE-Python [|Gramfort,2013]]. We then downsampled the data to 250 Hz and extracted
2-second segments around each movement event. Electrode locations were determined using the Field-

trip toolbox in Matlab and mapped into Montreal Neurological Institute (MNI) space [Stolk et al., [2018;
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Oostenveld et al., 20115 |Fonov et al.,2011]]. To account for variations in electrode placement, and to facilitate
comparisons across participants, we then mapped all electrodes onto 311 ROIs based on average density for
each ROI using the technique in [Peterson et al.| [b]. The resulting 311 ROIs covered 12 regions of the AAL
atlas [Rolls et al., [2020] (Angular, Cerebellum, Frontal, Fusiform, Heschl, Occipital, Parietal, Postcentral,
Precentral, Rolandic, SupraMarginal, and Temporal); see Figure[5.2IC. From the original electrode locations,
we also evaluated the electrode overlap between participants using the technique from |[Peterson et al.| [b].
The percentage of electrode overlap indicates the ratio of regions with shared electrode coverage between
two participants, with a value of 100% indicating that the two participants’ regions with electrode coverage
match exactly.

After converting the ECoG data to a common ROI space, we band-pass filtered the data using a 4th
order Butterworth filter into 6 frequency bands: Low Frequency Oscillations (LFO) (0.5-4Hz), Alpha (8-
12Hz), Beta (12-20Hz), Low Gamma (30-60Hz), Gamma (60-100Hz), and High Gamma (100-120Hz). We
then trimmed the signal to 1 second before and after the movement event and normalized the signal with
z-score standardization. We focused on the Beta band for our analyses, as it has shown the most relevance
to movement activity in previous literature [Peterson et al. |b; Miller et al.]. We found that the results did

not change much across bands; see Supplement for results in other frequency bands (Supplemental Figures

B3and[BA).

5.2.2 Experimentally-Controlled Data

To compare results from our naturalistic movement dataset to results from experimentally-controlled data,
we used a publicly available dataset of concurrent ECoG and dataglove recordings from nine human par-
ticipants performing five finger flexion tasks [Miller et al.; Miller, [2019]]. In this paper, we refer to this as
“experimentally-controlled data’. Participants were visually cued to do one of five finger flexions in their
hand contralateral to their electrodes: thumb, index, middle, ring, and pinky flexions, followed by a 2-second
period of rest. Both ECoG and finger joint angles from the dataglove were originally sampled at 1000 Hz.
We excluded four participants from the original dataset because their electrode locations were not available

in a common coordinate space (Talairach coordinates).

For the remaining five participants, we converted their coordinates to MNI using the Yale Bioimage
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Suite [Papademetris and University, 2014; |[Lacadie et al., [2008|]. Each participant had an equal number of
trials per finger flexion, as follows: EO1 had 28 trials per class, E02 had 27, EO3 had 23, EO4 had 10, and
EO05 had 28 (2 males, 3 females; aged 25 + 8 years). All patients participated in a purely voluntary manner,
after providing informed written consent, under experimental protocols approved by the Institutional Re-
view Board of the University of Washington (#12193). All patient data was anonymized according to IRB
protocol, in accordance with HIPAA mandate. These data originally appeared in the manuscript “Human
Motor Cortical Activity Is Selectively Phase- Entrained on Underlying Rhythms” published in PLoS Com-
putational Biology in 2012 [Miller et al.]. This dataset is publicly available at:
https://searchworks.stanford.edu/view/zk881ps0522 [Miller, 2019].

To preprocess the experimentally-controlled data, we followed steps similar to those used for the natu-
ralistic movement dataset pipeline. We notch filtered the ECoG data at 60Hz and its harmonics, then average
referenced and downsampled the data to 250Hz; we also downsampled the dataglove sensor to 250Hz. Next,
we projected the ECoG data to the same 311 ROIs as the naturalistic movement data and then band-pass

filtered the data into the same six frequency bands.

5.2.3 Principal Angles Analysis

To obtain a linear estimate of the neural manifolds in the data, we used PCA to extract the directions of
maximal variance in the ECoG data [[Chung and Abbott;|Gallego et al.| ic; Natraj et al., b} Jolliffe and Cadima,
2016]. After processing the ECoG data as described previously, we applied PCA to trial-concatenated,
normalized data individually for each movement class, participant, and day of the naturalistic movement
dataset (see Figure [5.1). This process involved grouping the data by movement class, participant, and
day, creating a tensor X € R("XCXt), where n was the number of instances of the class, ¢ the number of
ROIs, and ¢ the number of time samples in the 2-second span of ECoG data. We then trial-concatenated

ex(txn)) - and used PCA to calculate the orthonormal basis

each tensor to produce a new matrix X’ € R(
of principal components D € R¢*¢. These principal components determined the ROIs with covarying
neural activity, or neural modes. We visualized the contributions of each ROI to the principal components

to understand the span of neural modes across ROI channels. The number of dimensions preserved, denoted

k, was determined using the Variance Accounted For (VAF) with a threshold of 80%. We then defined the
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reach-direction specific low-dimensional neural sub-spaces by projecting the data onto the first £ PCs of
each datapoint (D’ € R®**. We performed PCA using the scikit-learn library in Python.

After obtaining the low-dimensional neural sub-spaces, we used PAA to uncover whether the sub-spaces
were similarly oriented in high-dimensional ROI space across the various data dimensions (Figure [5.2D)
[Gallego et al., c; Natraj et al.| b; Bjorck and Golub, |1973; Meyer, 2000]. PAA was chosen as our represen-
tational similarity metric because it allows for similarity assessment without the need for a transformation
step to align the data, as required in methods like CCA [CCA| [2007; [Williams et al.| 2022]. Given the high
variability in the naturalistic movements, the transformation step required in CCA would not be suitable.
For pairs of lines, PAA simplifies to the angle between the two, but at higher dimensions, it becomes more
complex due to the exponential growth in possible combinations of lower dimensions. To handle higher-
dimensional spaces, we used the results from PCA to constrain our lower-dimensional combinations and
determine the smallest achievable angles between the two reach-specific sub-spaces.

We performed singular value decomposition (SVD) of the dot product matrix between the resulting D’

sub-spaces from PCA for any two sub-spaces, A and B, by calculating:

P,SP, = SVD((D.)T - Dj) (5.1

Completing the SVD calculation provided S, a diagonal matrix containing the cosine of the k& ordered prin-
cipal angles (smallest to largest): S = diag(cos(61), cos(02), ...,cos(8y)). For each k-dimensional neural
sub-space, we computed the principal angles for pairwise comparisons along the relevant data dimension
(see Figure[5.2E). For example, across movement classes we computed principal angles between the neural
sub-spaces for leftward and rightward reaches, leftward and upward reaches, and so forth. This process
resulted in six pairwise comparisons for each participant and each day in the naturalistic movement data
(see Figure[5.1).

After calculating the principal angles for each sub-space comparison, we calculated a single metric of
(dis)similarity between sub-spaces, which we call "neural dissimilarity." The neural dissimilarity metric pro-
vided an indication of how closely aligned two sub-spaces were, and thus the representational similarity of
the sub-spaces. We calculated neural dissimilarity by summing across all k principal angles and normalizing

the value to the highest possible dissimilarity. The highest possible dissimilarity would have occurred if all
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principal angles between the sub-spaces were orthogonal, i.e., at 90 degrees, yielding a value of 1. A neu-
ral dissimilarity of O would have indicated the lowest level of dissimilarity, i.e., perfect alignment between

sub-spaces. We calculated this metric using the following equation:

ND=——%4, (5:2)

Note that equation [5.2|assumes that the principal angles 6; are in degrees.

In the naturalistic movement data, we calculated the PAA pairwise sub-space comparisons along three

data dimensions: movement (see Section |[Cross-Movement Sub-Space Comparisons|), day (see Section

[Cross-Days Sub-Space Comparisons]), and participant (see Section [Cross-Participants Sub-Space Compar

fisons). We also bootstrapped some comparisons for the cross-days analysis, repeating our bootstrapping

100 times. In the experimentally-controlled data, we calculated the pairwise sub-space comparisons across

the movement and participant dimensions (see SectionComparing Experimentally-Controlled Sub-Spaces).

Since all data in this dataset was collected on a single experiment day, we did not consider a cross-days

analysis.

5.2.4 Null Data Comparison

Our null hypothesis is that the neural sub-spaces are not more aligned in ROI space than expected by random
chance. To test this, we used Tensor Maximum Entropy (TME) to generate a distribution of null data
matching key statistical features of the real data [Gallego et al., |c; Natraj et al., b; Elsayed and Cunningham),
2017]. We used TME to generate simulated data tensors from R**™vm that preserved the first and
second-order statistical moments (mean and covariance) along the trial-concatenated time (¢) and movement
dimensions (mwvmt) but not the channel dimension (c). After generating the simulated data, we computed
the neural dissimilarity using the same approach as with the real data, iterating this procedure 1000 times
to create a null distribution of principal angles. Principal angles below this null distribution at the 0.01

significance level indicated similarity between two sub-spaces.

86



5.2.5 Movement Similarity

To investigate the connection between movement and neural sub-spaces, we compared the kinematic simi-
larity of movement tracking data from both datasets to the neural sub-space alignment. There are two pos-
sibilities for this relationship: (1) variations in movement kinematics change which neurons are recruited
during the behavior, thus altering the neural channels the sub-space spans, or (2) the channel space of the
neural sub-space remains constant, and the time-varying neural dynamics change based on the executed
movements. Essentially as movement varies, either (1) the orientation of the sub-space changes, or (2) the
time-varying neural dynamics change. Natraj et al.| [b] found that changes in movement behavior primarily
impacted neural dynamics rather than changing the orientation of the sub-space. Therefore, we hypothesized

that the alignment of the neural sub-spaces would not correlate with behavioral similarity.

To test this hypothesis, we compared behavioral similarity to cross-movement neural dissimilarity (see

Section [Principal Angles Analysis)). Behavioral similarity was calculated as the Pearson correlation of pose

data between each trial, resulting in a pose correlation metric. We gathered pose coordinates from the
naturalistic movement data and dataglove sensor information from the experimentally-controlled data, and
trimmed them to the same time as the ECoG data. The behavioral data began as matrix B € R>txnt,
where ¢; was the number of behavioral data channels (9 in the naturalistic movement data and 5 in the
experimentally-controlled data), ¢ denoted the time samples, and nt¢ was the total number of movement
behaviors across all classes. After concatenating the data along the channel and time axis to create a matrix
B € R”tx(cb”), we calculated the Pearson correlation between each trial of data, resulting in a distance
matrix BD € R™ ™ for each participant. We grouped the pose correlations by movement class and
calculated the average correlations for each movement class comparison, i.e., we calculated the average
pose correlation between all leftward reaching trials and all rightward reaching trials, and so on. We then

plotted the neural dissimilarity against the average pose correlation for all participants and checked for trends
between the two.

Given the limited number of movement class comparisons in the dataset, which could have constrained
our ability to find trends between neural and behavioral data, we bootstrapped the pose correlations and
neural dissimilarity metrics. For each participant, we sub-sampled 80% of the ECoG and behavioral data

(extracting the same trials for both data types) 100 times and recalculated the neural dissimilarity and pose
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correlation. All bootstrapped comparisons were added to our behavioral results to gain a clearer understand-

ing of the relationship between neural dissimilarity and pose correlation.

5.3 Results

We investigated the representational similarity of neural activity across various naturalistic movements,
days, and participants by estimating neural sub-spaces using PCA, determining angles between sub-spaces
with PAA, and calculating our metric of neural dissimilarity from these angles. Our findings reveal that
neural activity during naturalistic movement occupies a low-dimensional sub-space, consistent with pre-
vious literature on experimentally-controlled movements. The neural activity across different naturalistic
movements within the same individual is also more similar than expected by chance. Additionally, neural
activity remains more similar than chance within participants over the five-day hospital stay, and between
different individuals performing similar naturalistic reaching movements. Comparing these results to an
experimentally-controlled movement dataset, we find that neural activity from the experimentally-controlled
movements occupies a lower-dimensional sub-space than the naturalistic data and exhibits higher represen-

tational similarity.

5.3.1 Cross-Movement Sub-Space Comparisons

We first analyze the alignment of the estimated neural sub-spaces for different types of movements in the
same participant. For this comparison, we quantify the principal angles between the neural sub-spaces of
the four movement classes in the same participant on the same day (see embedded sub-figure in Figure[5.3|C,
where the arrow indicates the comparison dimension). Thus, the PAA results in six pairwise comparisons
of neural sub-spaces for each participant on each day. If a participant does not have movement data for a
movement class on a given day, we omit that comparison.

Consistent with previous research on neural manifolds, we find that the manifold estimates for human
naturalistic movements occupy a low-dimensional sub-space [|Gallego et al.| bic; [Natraj et al.l b]. Figure
[5.3)A) shows the average VAF (over participants and days) for each movement class over all 311 ROIs.
For each movement, 80% VAF was reached by 10 dimensions, indicating that the neural sub-spaces of

naturalistic movements do occupy a low-dimensional sub-space. As a result, we set our sub-space dimension

88



A) Variance Accounted FB) Average Principal Anglle“s C) Neural Dissimilarity per Participant
04 | 90 a
! . -~
R I 2 _t _______________________________
I % Z 60 1 left vs up k] o %
g 2 06 %Jo " —— down vs up E . -
> . c ) 2 0.5
-3 left dim = 8 < right vs up a
¢ c . . ™ —
é:} § 047 —— down dim = 8 % 304 ==== Null 1% g
S i im — € 3
< 09 right dim = 8 £ 2 é ' é
up dim = 8 & e ‘ 0 9 6
| 0.0
0.0 4 A ; .
0 20 300 0 5 10 NS T S A I R R
N R RO RN V7 V7 N X X7 5V oY oY
Manifold Dimension W RTRTRT T RTTRT T RTRIRYR
Number of PCs Participant
D) First PC Contributions for PO1 E) First PC Contributions for P09
Down Right Up 0.1 Left Down Right Up
5 : oD ] e .g:l l’.

T

Figure 5.3: Low-dimensional neural sub-spaces of different movement types for the same participant
show more alignment than chance. We performed movement comparisons for each day of each partici-
pant’s hospital stay. A) The VAF for each movement type is shown over the 311 ROI dimensions. B) Some
example pairwise comparisons of the principal angles between movements for one participant (PO1); in this
case, all comparisons are for upward reaches. Solid lines show the mean principal angles for that movement
comparison, and colored bands show the standard deviation for movement comparisons over the 5 days of
data. The dashed line shows the 1% significance level from the null data (see [Null Data Comparison)). C)
Using the neural dissimilarity score (see [Principal Angles Analysis| and Figure [5.2), we observe that each
participant’s cross-movement sub-space comparisons are smaller than the 1% significance from the null data
(see dotted line). D) We plot the principal component contributions of all 311 ROIs for the first principal
component in PO1 for each movement type. Dark purple regions contribute the most to the first principal
component, and yellow regions contribute the least. E) ROI contributions for the first PC for participant
P09, who has the highest average cross-movement neural dissimilarity.

cut-off to k=10 for further analyses on neural sub-spaces within the Beta frequency band (see Supplemental
Figure for the VAF across the other frequency bands).

We find that the principal angles between movement sub-spaces are consistently smaller than expected
by chance (see Section [5.2.4] for how we determined chance level). Figure [5.3B) illustrates some pairwise
movement comparisons and their principal angles over the 10 sub-space dimensions. These angles start
small (average principal angle = 2.691 degrees, std = 1.676) and gradually increase with each compared di-
mension (average at k" dimension = 48.844 degrees, std = 20.394). All principal angles between movement
comparisons are lower than the chance level, defined by the lowest 1% of angles between data generated

with TME (indicated by the dashed line). The average neural dissimilarity across all participants is 0.142
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(std = 0.063), compared to a neural dissimilarity of 0.739 for the 1% null significance level (indicated by the

dotted line on Figure[5.3C), indicating alignment in the neural activity across movements.

We also examined the ROI contributions to the first principal component of the sub-spaces to under-
stand what regions they span and possible drivers of cross-participant differences. In participant PO1, the
ROI contributions for each movement type show similar mappings, potentially explaining PO1’s low neural
dissimilarity (Figure[5.3D). For PO1, we also find the regions around motor and sensorimotor areas, as well
as the parietal lobe, contribute most to the first principal component. In contrast, participant PO9 shows the
highest neural dissimilarity for cross-movement sub-space comparisons. The ROI contribution maps for PO9
(Figure [5.3E) reveal divergent contributions across movements, such as larger contributions in the temporal

lobe for leftward reaches, explaining the higher neural dissimilarity.

Previous results only include neural sub-spaces in the Beta frequency band, though we find that neural
sub-space alignment across all six frequency bands remains lower than chance (see Supplemental Figure
[B.3). For all sub-space comparisons (cross-movement, cross-days and cross-participants), neural dissim-
ilarity is lower than chance across all frequency bands. Since there was no large difference in alignment
across frequency bands, and because the 12-20Hz Beta band has been shown to correspond with movement

[Peterson et al., |b; Miller et al.|], we only report alignment in the Beta band moving forward.

In comparing cross-movement neural dissimilarity to movement behavior similarity, we find no clear
relationship between neural dissimilarity and pose correlation, indicating that the sub-spaces are not re-
oriented in ROI space depending on the behavior. We find that the pose correlation across all movement
trials is relatively high (average pose Pearson correlation across all participants: 0.698, std = 0.129, see Sup-
plemental Figure [B.5] A and B). When bootstrapping the data, we also find that the data is highly clustered
by participant, indicating consistency in the cross-movement neural sub-space alignment and movement

correlations.

Overall, these results show that neural activity during naturalistic movements exists along low-dimensional
neural sub-spaces, which are closely aligned in ROI space. This may suggest that the human brain utilizes
these similarly aligned low-dimensional sub-spaces not only to control experimentally-controlled move-
ments, but also to control naturalistic movements. While this reveals that neural activity during the same

day is well aligned, it remains unclear whether these sub-spaces are preserved over multiple days.
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Figure 5.4: Low-dimensional neural sub-spaces for the same types of movements across the 5 days of
participants’ hospital stay did not drift significantly and remained similarly oriented in ROI space.
A) Example of principal angles on a subset of cross-days comparisons for PO1 are lower than chance. Solid
lines show average principal angles for cross-day comparisons, shaded regions shows standard deviation
across the movement types, and a dashed line indicates 1% null significance. B) The neural dissimilarity of
the same types of movements across days remains lower than expected by chance for all participants. Solid
lines show average neural dissimilarity for cross-day comparisons, shaded regions shows standard deviation
across the movement types, and a dashed line indicates 1% null significance. C) The cross-days neural
dissimilarity by movement type shows that all movement types remain more aligned than chance, with no
major differences between movement types. D) We show the ROI contributions of the first PC for participant
P10 for leftward reaches across the five days (dark purple indicates higher contribution, and yellow indicates
less contribution).

5.3.2 Cross-Days Sub-Space Comparisons

We now analyze the neural sub-spaces of the same types of movements across the participants’ five-day
hospital stay. For this comparison, we quantified principal angles between the neural sub-spaces of the
same movement class in the same participant over the course of the five days (see embedded sub-figure in
Figure [5.4]C, where the arrow indicates the comparison dimension). Thus, the PAA results in 10 pairwise
comparisons of neural sub-spaces for each participant and each movement class. If a participant does not

have data for a movement class on a given day, we omit that comparison. We also bootstrap comparisons of
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the same day to calculate a baseline of the sub-space alignment on the same day.

For the cross-days sub-space comparison, we find that the dimensionality of the sub-spaces remains low
and more aligned than expected by chance. The average VAF stays around 10 dimensions to achieve 80%
VAF across each day (Supplemental Figure [B.I). Figure [5.4]A shows an example of the principal angles
between some cross-days comparisons, which star small (average principal angle = 2.424 degrees, std =

1.336) and increase up to an average of 45.313 degrees (std = 19.905) by the last dimension, similar to

the cross-movement sub-spaces (Section |[Cross-Movement Sub-Space Comparisons)). The principal angles

across all dimensions remain well below the null significance level.

We then calculate the neural dissimilarity over all cross-days comparisons, and we find that the neural
sub-spaces remain stable over the course of 5 days. To identify how the sub-spaces change over time,
we analyze all cross-days comparisons by how many days have passed. For example, we represent neural
sub-space comparisons of leftward movements on day 1 vs day 3 as a 2-day lag and day 1 vs day 5 as a
4-day lag. We calculate day lags of 0 days by bootstrapping the sub-space comparisons within that day. On
average across the days, neural dissimilarity stays around 0.111 for all participants (std = 0.056), compared
to a null significance of 0.730 neural dissimilarity. Interestingly, the average neural dissimilarity between
the first and the last day (day lag = 4) is 0.095 (std = 0.04), dropping from the average neural dissimilarity
by 0.016 (Figure [5.4B). Neural dissimilarity across the day lag, when categorized by movement type, also

demonstrates consistent similarity levels across different types of movements (see Figure[5.4[C).

From the ROI maps, we can further observe that the sub-spaces remain stable over the 5 days. In Figure
[5.4D, we plot the ROI contributions of the first PC of the leftward reaches for P10 on all days. All five days
show high concentrations in postcentral and parietal regions. However, the regions of low contributions

change over the course of the hospital stay (see purple regions in plots).

Overall, these results show that the neural activity of related naturalistic movements remains similarly
oriented in ROI space over the course of several days. These results may indicate how the brain is able
to consistently control naturalistic behavior across multiple days despite changes in the individual’s neural
activity, environment and behavior [Peterson et al [2021]]. It thus appears that neural sub-space activity
remains consistent within participants, but are similar sub-spaces used for naturalistic movement control

across different individuals’ brains?
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Figure 5.5: Neural sub-spaces for the same movement types across different participants show greater
alignment than chance, but less than within participant sub-spaces. A) Example principal angles be-
tween participants on leftward reaches. Solid lines show average principal angles for cross-participant
comparisons, shaded regions shows standard deviation across days, and a dashed line indicates 1% null
significance. B) The average neural dissimilarity score for each movement type across participants is lower
than chance. C) Comparison of participants’ electrode overlap (see Section [Naturalistic Movement Datal)
to cross-participant neural dissimilarity and find some correlation. D) First PC contributions for the same
movement type (down) for two participants, PO1 and P08, with high electrode overlap. E) Comparison
between first PC contributions for two participants, P03 and P10, who have low electrode overlap. F) Aver-
age PC contribution weight by brain region for each ROI across all participants, days and movement types,
sorted by median value.

5.3.3 Cross-Participants Sub-Space Comparisons

We now explore the neural sub-spaces of the same types of movements, but across all participants. For

this comparison, we quantify the principal angles between the neural sub-spaces of the same movement
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class between different participants (see embedded sub-figure in Figure[5.5C, where the arrow indicates the
comparison dimension). The PAA results in 66 pairwise comparisons of neural sub-spaces for each day and
each movement class. We also make PAA comparisons for all combinations of days between participants,
i.e., we compare the same movement types for PO1 on day 1 to all days for P02, and so on, creating a total
of 1650 comparisons. If a participant does not have data for a movement class on a given day, we omit that

comparison.

In comparing across participants, we find that the principal angles, and thus neural dissimilarity, in-
creases relative to cross-movement and cross-day sub-spaces but remains more aligned than expected by
chance. Reviewing the example principal angles in Figure [5.5]A, we observe that the principal angles still
start small (1st dimension avg = 10.034 degrees, std = 2.203), but approach the null significance line in the
higher dimensions (last dimension avg = 82.200 degrees, std = 7.646). The neural dissimilarity of cross-
participant comparisons is overall higher than it was in the cross-movement and cross-days comparisons (av-
erage neural dissimilarity = 0.388, std = 0.061); see Figure [5.5B. However, the cross-participant sub-space
comparisons still show more alignment than expected by chance (neural dissimilarity of null significance

level = 0.778).

Interestingly, we find a strong relationship between the electrode overlap between participants and their
neural dissimilarity (Figure [5.5IC). We calculate electrode overlap as a percentage of how many electrodes
share region coverage between participants (average electrode coverage between participants = 46.0%, std
= 16.4%). We calculate Pearson correlation coefficient between participants’ neural dissimilarity and their
electrode overlap for all cross-participant sub-space comparisons, and find a strong negative correlation
(r=-0.62, p-value < 0.001). Thus, participant pairs with more electrode overlap tend to have lower neural
dissimilarity between them. We also evaluate the relationship between electrode overlap and neural dissim-

ilarity by movement type and find no difference in the trend.

We can visualize ROI contribution maps between participants with high overlap (Figure [5.5D) and low
overlap (Figure [5.5E) to understand how the neural sub-spaces differ between participants. PO1 and P08
have high electrode overlap (overlap percentage = 76.9%, neural dissimilarity between downward reaches
= (0.254), and both of their maps show high contributions in the parietal lobe and near sensorimotor regions.

P03 and P10 have much lower electrode overlap (overlap percentage = 25.7%, neural dissimilarity between
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leftward reaches = 0.419), and their maps show markedly different concentrations of first PC contributions;
P03 shows high contributions around frontal and precentral regions, while P10 has high contribution around
postcentral and parietal regions.

We also examine the average ROI contributions across all PCs and find that regions related to motor
activity contribute nearly equally to the extracted principal components. We calculated the average ROI
contributions across all participants and movements as well as across all 10 dimensions that define the neural
sub-spaces. From the average contribution weights, we find that precentral ROIs contribute the most to the
movement sub-spaces (median contribution = 0.040, std = 0.033). The next highest contributions come from
the angular gyrus (median contribution = 0.040, std = 0.035) and the parietal lobe (median contribution =
0.040, std = 0.035). The other main motor region, postcentral, also shows relatively high contributions
(median contribution = 0.039, std = 0.034).

In summary, we find that all participants share similarly oriented neural sub-spaces to control naturalistic
movements. The results also show that these neural sub-spaces generally occupy the precentral region, with
some other movement-related regions (parietal and postcentral) also showing high contributions. These
areas seem to span core regions in the grasp network [Brochier and Umilta, [2007; |Davare et al., 2011} |Fagg
and Arbib) (1998 Jeannerod et al.l [1995; Schaffelhofer and Scherberger, 2016]], consistent with their relation
to movement control. Overall, it appears that most of the human brains we evaluated employ a similar
neural sub-spaces to control naturalistic movement, which may help us to design and align cross-participant

naturalistic neural decoders moving forward.

5.3.4 Comparing Experimentally-Controlled Sub-Spaces

Next we ran the same set of neural sub-space analyses with PAA on ECoG data recorded during experimentally-
controlled movements [Miller et al.]. We compare our naturalistic movement dataset to the experimentally-
controlled movement dataset to understand how the neural sub-spaces change between movement contexts,
and explore whether low-dimensional neural sub-spaces are a consequence of experimental constraints. In
this dataset, participants were directed to perform five finger flexion movements while wearing a dataglove
(Figure [5.6]A). Like our naturalistic movement dataset, participant electrode coverage spans a wide variety

of brain regions (Figure [5.6B). We run the same process of converting electrodes to ROIs and then run the
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Figure 5.6: Comparing naturalistic movement data to the experimentally-controlled dataset, we find
that neural sub-spaces in the latter are more similarly oriented than in the former, both across move-
ments and across participants. A) Experimentally-controlled data comes from a set of ECoG participants
who were instructed to do five different finger flexions with their contralateral hand while wearing a cyber-
glove (see Miller|[2019]). The five movements in this data are: index flexion, thumb, middle, ring and pinky
finger flexion. We show examples of data for each movement type from the cyberglove with colored lines.
B) Electrode coverage of the five participants from the experimentally-controlled dataset, which also show
variation in where electrodes were placed. Participants with an * had their electrodes on the right hemi-
sphere. We flipped electrodes on the opposite hemisphere for clarity of visualization. C) Cross-movement
sub-space comparisons for experimentally-controlled data are also more aligned than expected by chance
and show lower neural dissimilarity than the naturalistic movement data. The first panel shows example
principal angles for cross-movement comparisons on participant EO1, specifically movement comparisons to
thumb flexions. The dashed line indicates null significance. The second panel shows neural dissimilarity for
cross-movement comparisons, which is lower than chance across the experiments’ participants (dashed line
indicating null 1% significance). The third panel shows a comparison of cross-movement neural dissimilar-
ity between the naturalistic movement and experimentally-controlled data. D) Cross-participant sub-space
comparisons for experimentally-controlled data are also more aligned than expected by chance and are more
aligned than the naturalistic case. The first panel shows example principal angles for cross-participant com-
parisons on thumb flexion, specifically showing all comparisons to participant EO1, with null significance
indicated as a dashed line. The second panel shows the neural dissimilarity for each movement type, which
is below the null significance. The third panel shows the comparison in cross-participant neural dissimilarity
between the naturalistic movement and experimentally-controlled data.



same PCA to PAA processing pipeline as the naturalistic movement data (Figure [5.2]C-F). Since data for
this dataset was collected during one session for each participant, we cannot run cross-day sub-space com-
parisons. We do make cross-movement and cross-participant comparisons, as we did for the naturalistic
movement data. We also compare the behavioral data from the dataglove to the neural dissimilarity, as we

did for the naturalistic movement data.

We find that the neural sub-spaces in the experimentally-controlled ECoG data also occupy a low-
dimensional sub-space of the ROI space. We also find that the number of PCs needed to reach 80% VAF in
the Beta frequency neural sub-spaces is at least 7 dimensions across all participants and all movements (see
Supplemental Figure [B.2). This indicates that the experimentally-controlled movement sub-spaces require
slightly fewer dimensions (to reach 80% VAF) than the sub-spaces for the naturalistic movement data. For
the following analyses, we reduce the experimentally-controlled sub-space dimensions down to the top 7
principal angles (k=7) to cover all 80% VAF. Across frequency bands, the experimentally-controlled ECoG
data consistently exhibits low-dimensional sub-spaces, with the highest dimension being 10 in the Gamma
band, and also neural dissimilarity remains lower than expected by chance, indicating similar orientations

of the sub-spaces across the analyzed frequency bands (Supplemental Figure [B.4A).

We analyze the principal angles between the neural data for the same finger flexions (Figure [5.6C) and
find that the neural dissimilarity is lower than chance, and also lower than the naturalistic movement data.
The first panel in Figure[5.6IC shows an example of the principal angles between different movements in EO1.
As in the naturalistic movement data, the principal angles start small in the initial dimensions and gradually
increase (1st dimension average principal angle = 1.934 degrees, std = 0.552; last dimension average prin-
cipal angle = 31.043 degrees, std = 15.827). Reviewing the overall neural dissimilarity of cross-movement
sub-spaces across participants, we see that all sub-spaces are more aligned than chance, with an average
neural dissimilarity of 0.100 (std = 0.032; null significance level = 0.697). We also compared the overall
cross-movement neural dissimilarity between the experimentally-controlled data and the naturalistic move-
ment data. We find that the average cross-movement neural dissimilarity for the experimentally-controlled
data is significantly lower than cross-movement neural dissimilarity for the naturalistic movement partici-

pants (p-value <= 1.00e-04).
Consistent with our analysis of naturalistic movement data, we also analyze neural sub-spaces of the
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same movements across participants, and find that neural dissimilarity is lower than chance, but higher than
within-participant comparisons. The first panel in Figure [5.6D shows example principal angles between
different participants’ sub-spaces for thumb flexions. We find that while the principal angles are still lower
than chance (as indicated by the dashed line), they are larger than the principal angles shown in the cross-
movement comparisons (1st dimension average principal angle = 7.804 degrees, std = 1.81; last dimension
average principal angle = 66.073 degrees, std = 12.436). In the examples shown, some principal angles in the
higher dimensions even start to cross the null significance threshold by the last dimension. When reviewing
overall neural dissimilarity, we find that all cross-participant comparisons for all movement types are more
aligned than expected by chance (average neural dissimilarity = 0.334, std = 0.064; null significance level
= 0.701). We also find that neural dissimilarity by movement type shows minimal differences. We then
compare the overall cross-participant neural dissimilarity between the experimentally-controlled data and
naturalistic movement data, finding that experiment-based cross-participant sub-spaces are more aligned

than naturalistic movement cross-participant sub-spaces (p-value <= 1.00e-04).

Similar to the way we analyzed ROI regions in the naturalistic movement data, we also examined the
average PC contribution weights by ROI region in the experimentally-controlled data, and find nearly equal
contributions from the various regions, including motor-related regions (see Supplemental Figure [B.6). We
take the average across all participants and movements as well as across the 7 sub-space dimensions. We find
that the experimentally-controlled data had the highest average contributions from the occipital lobe (median
contribution = 0.047, std = 0.032), followed by high contributions from rolandic (median contribution =
0.047, std = 0.031) and angular gyrus (median contribution = 0.047, std = 0.033) (see Supplemental Figure
[B.6). Interestingly, traditional motor regions, specifically precentral and postcentral sulci, do not show as
high a concentration in this dataset, but the contribution of the angular gyrus is consistent with results from

the naturalistic movement data discussed above.

Finally, we analyze the relationship between movement behavior and the cross-movement neural dissim-
ilarity in the experimentally-controlled data, and similarly to the naturalistic movement data, we do not find
a clear relationship (see Supplemental Figure[B.5[C and D). We find that the movement correlation across all
movement trials is low (average movement correlation across all participants = -0.018, std = 0.078). When

bootstrapping the data, we find that the data is highly clustered by participant, much as it is in the naturalistic
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movement data.

Thus, we find that neural activity driving both the naturalistic and experimentally-controlled movements
evolves on low-dimensional neural sub-space. Further, we find that the experimentally-controlled data ex-
ists on a slightly lower dimensional sub-space than the naturalistic movement data, and that the neural
sub-spaces of experimentally-controlled movements are significantly more aligned than they are for natu-
ralistic movements. These results indicate that while naturalistic neural data also inhabits low-dimensional
neural sub-spaces, these sub-spaces are higher-dimensional and show more variability than experimentally-

controlled counterparts.

5.4 Discussion

This study used ECoG data during naturalistic movements to investigate how the human brain flexibly
supports a range of reaching movements in everyday tasks. Building on prior research in non-human pri-
mates and humans [Gallego et all |c; Natraj et al., bl], we applied similar analysis techniques to reveal
low-dimensional neural sub-spaces in human ECoG data during naturalistic movements. We aimed to deter-
mine whether these low-dimensional sub-spaces underlie neural activity during naturalistic movements or
if they are specific to experimentally-controlled movements. Our findings indicate the presence of closely
aligned low-dimensional sub-spaces during the control and generation of naturalistic movements, even over
several days and across different individuals. Together, these results suggest that neural activity occupies
stable low-dimensional sub-spaces for both experimentally-controlled and naturalistic movements.

The significant alignment of these neural sub-spaces is intriguing, considering the high variability be-
tween movements and participants [Peterson et al.,|2021]]. Despite naturalistic movements varying in many
factors, such as speed, magnitude, and bi-manual involvement, neural activity for all movements tends to lie
within similar sub-spaces, suggesting the importance of maintaining neural activity within these sub-spaces
to generate various movements. The low-dimensionality of the naturalistic neural data also does not seem
to be a consequence of the dimensionality of the movement pose data, which showed a dimensionality of
four for 80% VAF, versus ten for neural data. We also found no direct relationship between movement pose
correlation and the alignment of neural sub-spaces (see Supplemental Figure [B.3)), indicating that the orien-

tation of neural sub-spaces is not directly related to the type of movement being generated. This is in-line
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with research from |Natraj et al.| [b], who also found that neural activity of different movements occupied
similar sub-spaces, but that the neural dynamics occupied sub-regions of the manifold based on movement
behavior. Future work could explore the relationships between neural activity dynamics along the mani-
fold and naturalistic movement behaviors, potentially revealing similar compartmentalization results. We
may also find that the degree of change in the neural dynamics is proportional to the changes in movement

behavior, potentially providing an indication of the neural code for naturalistic movement generation.

In further understanding the neural activity in our dataset, we also analyzed the brain regions that con-
tributed most to the sub-spaces. Unlike many studies that focus on microelectrode recordings [[Gallego et al.,
2022]], we evaluated macro-scale ECoG recordings, which provides insights into larger-scale networks in-
volved in movement generation. While Natraj et al.| [bf] also used ECoG, their micro-ECoG grids recorded
data only in motor regions (primary motor, premotor, sensorimotor, and parietal cortex), whereas our work
includes recordings from several regions, including the frontal and temporal lobes. We found that neural
sub-spaces of naturalistic movements span most of the recorded brain areas, with the primary motor cor-
tex showing the highest contributions. Additionally, we observed significant contributions from the angular
gyrus, known for its role in language, attention, and 3D spatial orientation, which is relevant for tasks involv-
ing object manipulation in 3D space [Seghier, 2013} |Chen et al., [2012]. Other major contributors included
the parietal lobe and postcentral gyrus, known to be part of the grasp network [Brochier and Umiltal, 2007}
Davare et al., [2011; [Fagg and Arbib, |1998;; Jeannerod et al., [1995; Schaffelhofer and Scherberger, [2016].
Our findings are consistent with [Natraj et al.| [b], who also found that neural sub-spaces occupied regions
of the grasp network, but our more distributed recordings allowed us to identify additional brain regions
involved in naturalistic movement generation, such as the angular gyrus and frontal cortex. Overall, we
observed that neural sub-spaces are distributed across most of the recorded brain regions, with a near-equal

distribution among areas of the grasp network.

Our results indicate that the neural sub-spaces for naturalistic movement data exhibit minimal drift over
the course of five days, with no significant increase in neural dissimilarity over time; in fact, we observed
a slight decrease in average neural dissimilarity on the longest day lag. This is in contrast to other work
in neural manifolds, specifically work that uses manifold-alignment-based-decoding to realign decoders

after several days or weeks after the initial recordings [Gallego et al.| [a; [Degenhart et al.| 2020} |Brianna
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M Karpowicz et al., [2022; Jude et al., 2022; Natraj et al., a]. In many of these cases, researchers find that
without realigning the decoder performance degrades over time, implying that the neural activity changes
either in manifold orientation or neural dynamics. However, it is very possible these neural changes are a
result of participants’ learning the experimental movement task |Orsborn et al.. In the case of naturalistic
movements, the participants do not need to learn new behaviors, and instead can rely on existing neural
circuity to generate those movements. These differences in learning contexts may explain why we do not

see changes in neural sub-space alignment over the course of time.

Given the stable low-dimensional sub-spaces across days for naturalistic movements and their consistent
orientation across participants, using a manifold-based decoding approach could be beneficial for long-term
and cross-participant decoding of naturalistic movements. Previous studies have used manifold alignment
for long-term decoding in non-human primates [Gallego et al., a; [Degenhart et al., [2020; |Brianna M Kar-
powicz et al.l 2022; Jude et al., [2022]], and recently in humans [Natraj et al., [a]. Previous work has also
demonstrated cross-participant decoding in non-human primates [Safaie et al.] and even between monkeys
and humans [Rizzoglio et al.]. While these techniques have shown impressive results, they often rely on
assumptions that may not hold for naturalistic movements, such as the ability to time-align different move-
ment behaviors for CCA |Gallego et al.| [af]; Safaie et al.. Techniques that do not rely on such assumptions,
such as adversarial techniques [Farshchian et al.; Ma et al.] or unsupervised domain adaptation [Jude et al.,
2022; Sussillo et al., b, may be more suitable for decoding naturalistic movement data. Additionally, the
high degree of similarity in sub-space orientation of naturalistic neural activity suggests that incorporating
temporal information into decoding algorithms will be crucial. However, despite the potential of manifold
alignment techniques, achieving success with manifold alignment between participants requires some level
of initial domain alignment, as shown in our electrode overlap results. Thus, while manifold alignment
decoding may not be a universal solution for extreme domain misalignment, they can still be valuable tools

for decoding complex naturalistic neural data in humans.

While our results offer initial evidence of neural manifolds in humans during naturalistic movement,
there are several opportunities for improvement. Accurately tracking naturalistic behavior poses inherent
challenges, especially with single-camera pose tracking, which may lead to occlusions and affect the qual-

ity of pose estimations [Singh et al., bf]. Additionally, our decision to categorize arm movements into four
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classes instead of analyzing the continuous spectrum of reaches may have limited our understanding of
the naturalistic neural data. Future research could explore the overarching neural manifold controlling all
reaching behaviors and the continuous nature of these reaches within the sub-space. Additional future re-
search should also investigate the neural dynamics on the sub-space, which could inform neural decoding
design. Our use of ECoG arrays, while beneficial for identifying a broad range of brain regions involved
in movement generation, lacks the fine-grained recording capabilities of microelectrodes or micro-ECoG,
future work may look to bridge this gap between micro and macro recordings. Although our linear meth-
ods successfully demonstrated the similarity of neural sub-spaces within and across participants, non-linear
methods may provide richer information about the neural activity underlying movement control [Fortunato
et al., 2023; |Sussillo et al., |b; |[Farshchian et al.; [Roweis and Saul, |2000]. Our comparison of naturalis-
tic movement data to experimentally-controlled data could also be improved by comparing to ECoG data
recorded during directed 3D reaches in virtual reality [Paschall et al., 2023; |Sliwowski et al.| 2022]. Lastly,
while our analysis focused on naturalistic movement behaviors, the data was not fully naturalistic, as all par-
ticipants were epilepsy patients undergoing post-surgical recovery, potentially limiting the generalizability

of our findings to healthy individuals and different contexts.

5.5 Summary

In this chapter, we find evidence that neural activity during naturalistic movement exists in low-dimensional
neural sub-spaces in the human brain. We find that the neural sub-spaces of different types of naturalistic
movements are similarly oriented for the same participant. We also find that neural sub-spaces of similar
movements for a participant remain stable over the course of several days, and that neural sub-spaces are
even more aligned than expected by chance between different participants. We further find that the sub-
spaces span grasp-related cortical regions, but they also include activity from other regions, including the
angular gyrus and frontal areas. The results in this chapter expand our understanding of the geometry of
neural activity during natural behavior, and support the possibility of using manifold alignment for neural

decoding in long-term and cross-participant decoding of naturalistic movements.
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Chapter 6

Decoding Naturalistic Human Neural Data -

Trials and Tribulations

6.1 Introduction

In this chapter, I will discuss several projects that, for various reasons, did not reach the publication stage.
Often, the results were either inconclusive or incomplete, resulting in a chapter that could affectionately
be called the “failures” chapter. Despite this, there are many useful insights from the work presented in
this chapter. All projects in this chapter aimed to advance the neural decoding research outlined in Chapter
[ [Peterson et al., b]. In Section [6.3] I discuss my attempts to enhance ECoG-based neural decoding to
predict more intricate movement features, such as reach angle and magnitude. The goal of this project was
to develop models that could move beyond predicting movement and rest states, and predict movement
features that would be more useful for various applications, such as prosthetics. Following that, Section [6.4]
presents a collaborative project with Gabrielle Strandquist and Zeynep Toprakbasti to explore various self-
supervised learning methods for decoding our naturalistic ECoG data. The objective in this project was to
create neural decoders that could utilize the extensive, but unlabeled, ECoG data at our disposal. Lastly, in
Section [6.5] I explore the use of neural manifold approximations in naturalistic ECoG for neural decoding.
Building on the findings from Chapter[5] this work aimed to develop decoders that could rapidly generalize

across different participants using manifold alignment.
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6.2 The Data

In all of these projects, we used ECoG data from the same source - AJILE [Wang et al.| [f, 2018 |Singh et al.,
b]. This data came from 12 epilepsy patients at Harborview Medical, who underwent invasive brain surgery
to help locate their seizures. All participants stayed in the hospital for about a week, and we extracted data
from two days after the electrode implanting surgery, until they left for explantation, providing around 5
days of data per participant. During their stay at the hospital, video, audio and neural data were collected
to monitor participant behaviors, thus allowing us to build up a neural dataset that tracked naturalistic be-
haviors. Researchers then used the video data to generate features of movement behaviors, such as when
movements started, or the angle of their wrist during movement. More details about this dataset and how the
movement features were extracted can be found in [Singh et al.| [b]. The audio data was used to determine
occurrences of speaking, which is used for downstream decoding in Section[6.4] All behaviors were spon-
taneously generated by the participants, providing interesting insights into the brain during spontaneous,
natural behavior. This dataset was also used in Chapters [3|and[5] See each project section below for details

on the features used for decoding.

6.3 Predicting Complex Movement Features

As discussed in the introduction, the goal of this project was to expand upon the neural decoding results
shown in Chapter [3] by building neural decoders that can predict more complex movement features. By
developing these models to predict more useful movement features, we can expand the applicability of
these models to additional use cases, and bring BClIs closer to everyday use. For this project, I used the
same convolutional neural network (CNN) model as ChapterE], and train the model on the same naturalistic
ECoG movement data [Wang et al.| [f; Singh et al., b|]. For this particular project, I am most interested in
decoding wrist angles during arm reaching movements, as it presents the most useful feature for prosthetic
applications, but will also explore other features to see which feature is most correlated with the neural data.

An overview of the project pipeline is shown in Figure[6.1]
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Figure 6.1: Overview of the CNN model used (HTNet [Peterson et al., bl]) and the movement features I train
the model to predict in this project. Inputs include the ECoG data with all ECoG channels during a time
window, and a weight matrix when training a model across multiple participants. Convolutional layers in
the network include a temporal convolution, depthwise convolution, and separable convolution. The model
also includes a special Hilbert transform layer to transform the ECoG signal into the Hilbert signal. For the
predicted features, we show examples of these features while a person is moving their arm from their lap
(light pink) to their chest (dark pink). The different colors, blue, green, orange and yellow, show how the
features are calculated, with cool colors representing regressed features (reach angle and magnitude), and
warm colors representing classified features (reach region and reach quadrant).

6.3.1 Methods
The Data

The features of interest to this project are reach angle, reach magnitude, reach region and reach quadrant (see
figure[6.T). Since all of these features are only relevant to movement events, I only include data from labeled
movement events, and discard rest events from the AJILE dataset. The features can be split into regressed
features, and classified features. For the regressed features, reach angle represents the angle difference
between the wrist joint before the movement starts, to when the movement reaches its furthest displacement.
We measure the angle based on the furthest displacement, rather than when the movement ends, because the
movements often started and ended in the same place (the participants lap, for example). An example of
how reach angle is calculated is presented in blue in figure [6.1] Reach magnitude measures the maximum
displacement during the movement event, computed as the pixel different between the wrist joint at the
beginning of the movement and at the point of maximum displacement. This feature is represented in green
in figure 6.1}

For the classified features, reach region is measured by overlaying grid regions on the video data, and

measuring which region the wrist joint is in. For this project, I extracted reach region at the start of the
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movement to simplify the data. The regions generally map to areas in the hospital room, such as the bedside
table or their head area. There are either 7 or 6 reach regions in the data, depending on whether the dataset
is balanced or not. The regions for this feature are represented in orange in figure [6.1] Reach quadrant
discretizes the reach angle feature into upwards, downwards, left and right wrist movements. Since most
reaches occupy upwards or downwards reaches, we rotate the quadrant axis by 45 degrees to ensure that

similar reaches are not broken apart. The mapping of these quadrants is shown in yellow in figure [6.1]

The Model

I adapt the HTNet model presented in Chapter [3| [Peterson et al., b] to more complex movement features.
In brief, the HTNet model contains 3 convolutional layers with one Hilbert transform layer, which together
converts the raw neural data to data-driven spatiotemporal features that was used to classify movement vs
rest states. [Peterson et al.| [b] trained HTNet to work for individual participants, and also to generalize to
unseen participants. Since this model was developed specifically for ECoG and with generalizability across
participants in mind, we hope we can also expand the task generalizability of the model architecture to
complex movement behaviors, like reach angle, over a variety of ECoG participants.

Training a model for each of the four features requires some differences in model architecture, primarily
with the last layer and the loss function. In both of the regression models, I change the final classification
layer in HTNet to a dense layer with a single output node that predicts the value of the feature. For reach
magnitude, I use the standard mean squared error loss to calculate the error between ground truth and
predictions. For reach angle, a different loss function is required for training. Because of the cyclical nature

of the labels (-180 and +180 are the same value), a custom loss function is needed:

arCtan(Sin<ypreda ytrue)y Cos(ypreda ytrue))2

This function outputs the smallest angle between the truth and the prediction, unlike in the case of MSE. An
alternative loss function that was also shown to work is cosine similarity [Google].

For the classification problems, both reach region and reach quadrant use the same loss of categorical
crossentropy. The output of the model is this case is a dense layer with nodes equal to the number of classes,

and a softmax activation to determine which class the model predicts as most likely.
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In previous iterations, HTNet needed to predict movement features on a held out day. Due to the inherent
variability of brain data, there can be vast differences in how someone’s brain activity looks from one day
to another. Thus, for the regression problems (reach angle and magnitude), I simplified the problem down
to leave-one-out cross validation (LOOCYV) on a single day, which has less variability in the brain data, and
should make it easier for the model to generalize. In the case of subject 01, I also tested LOOCYV across
all days of data, to get a sense of the performance trade-off between more data and variability across days.
For the classification problems (reach region and quadrant), I compared the performance when balancing
the classes by downsampling vs leaving them unbalanced with the initial skew that existed.

To test the validity of this approach, I use standard machine learning metrics. For each of the possible
complex movement features, I compare the neural network model’s performance on either R-squared or F1
score. For reach angle, I also look at the value of the loss function on the test data after training. Because
of the cyclical nature, I have found that the initial R-squared correlation does not provide a comprehensive
picture of model performance on reach angle. Thus, I also look at the model loss, and an adjusted R-squared
value to evaluate reach angle performance (more details below).

To better understand the performance of the trained HTNet models, I conduct several interpretability
analyses. First, I examine how the model’s performance varies across different participants and relate it to
the amount of training data available for each participant. This analysis should give a sense of the amount
of data necessary for effective training, and assess the impact of day-to-day variability in the data on model
performance. Additionally, I explore instances where the model fails to make accurate predictions, inves-
tigating any patterns in the types of errors it makes. This analysis helps to identify whether the model is

relying on shortcuts during training.

Verifying Custom Loss for Reach Angles

To ensure that the custom loss function would work for reach angles, I first tested the loss on some synthetic
data. The synthetic data contained a series of sine waves with some noise added to each wave. I uniformly
generated the starting phase angle across data points, and then trained the HTNet model to predict the
starting phase angle. Training the HTNet model to predict phase angle from sine waves resulted in a final

train loss of 1.76 and final test loss of 1.88, and an initial R-squared train value of -0.367 and test value

107



HTNet Ground Truth vs Test Predictions for phase HTNet Ground Truth vs Translated Predictions

with Difference Color Encoded with Difference Color Encoded for phase
Green Dashed Line Shows Perfect Alignment Green Dashed Line Shows Perfect Alignment
6 6
sdomgd
4 08 4 ‘m.“ 08
£ Translate ) s N S g
2 T . 2
C ¢ _ predictions _ 06§
3 § 2 £
3 ° 3 — 3 ° 3
& .: thatare out & wed
2 F of phase 2 °
4 02 -4 02
- -
-3 -2 -1 0 1 2 3 o -3 -2 -1 0 1 2 3 a0
Ground Truth Ground Truth
Test R? Before = -0.463 Test R? Before = 0.408

Figure 6.2: Synthetic test data ground truth vs HTNet predictions for the initial predictions and the adjusted
predictions. Initial predictions show a poor R-squared value (-0.463), but when adjusting the predictions
that are out of phase, the model shows a much better R-squared value (0.408). The color encoding shows
how close the predictions are to the ground truth in terms of the angle difference between the two. Darker
colors mean closer predictions.

of -0.463. Looking at the model’s test predictions vs the ground truth, we see that the initial R-squared
values don’t quite capture how well the model is predicting the phase angle. To align the R-squared values
to the performance of the model, I found the predictions that were "out of phase" with the landscape of the
loss function, and then adjusted them by 27 to get them back in phase. In practice, this means adjusting
predictions that are greater than the ground truth plus 7w by —27, and adjusting predictions that are less
than the ground truth minus 7 by 27. An example of this adjustment is shown in Figure[6.2] The adjusted
predictions show an R-squared value of 0.408, indicating that the custom loss function is learnable by the

HTNet model.

6.3.2 Results
LOOCY for Reach Angle

Participants 3 and 6 showed decent loss scores on the training data during leave-one-out cross validation,
with participants 1 and 4 not far behind (figure [6.3). However, the model did not perform so well when
generalizing to the left out datapoint (figure [6.4). The loss scores really jump up when looking at the test

data, with scores even as high as 12 in the trailing tails. Looking at adjusted test R? scores shows that in
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Figure 6.3: Train loss score for 6 of the 12 participants on reach angle LOOCV

Subject Number Adjusted R? Test Score
Subject 01 0.1911
Subject 02 0.0536
Subject 03 0.1958
Subject 04 -0.1275
Subject 05 -0.0980
Subject 06 0.3998
Subject 01 All Days 0.3462

Table 6.1: Reach angle adjusted R? test scores for each participant for one day of LOOCYV, and for all days
of Subject 01 in last row.

some cases, such as Subject 06, the model was able to perform decently (Table[6.1)). However, most subjects
still show relatively poor R? scores. In the case of Subject 01 on all days of data, we see an improvement in
R? from just one day of data, but the score is still not as good as just one day of Subject 06. This indicates
that perhaps the variability across days presents too much of a challenge for the model during training.
Looking at each participant’s predictions vs the ground truth helps to understand where the model tends to
fail (figure[6.5)). As shown in the figure, the trained models generally predict around the same value, such as
in Subject 05, rather than matching to the broad range of ground truth values as shown on the x axis. It seems
that the model tends to get drawn towards predicting —7, which would be equivalent to upward movements
(the angles are flipped in the data). This makes sense that the model would tend to predict the most common

value in the dataset (upward movements), indicating the need for data with an even distribution for training.
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Figure 6.4: Test loss score (Un-adjusted R?) for 6 of the 12 participants on reach angle LOOCV

Data Type ‘ F1 Test Score
Unbalanced 0.27
Balanced 0.25

Table 6.2: Reach region f1 scores for balanced and unbalanced datasets

LOOCY for Reach Magnitude

I also looked at HTNet predictions for reach magnitude for Subject 1 on leave-one-out cross validation.
As shown in figure [6.6] the model also performs quite poorly at predicting reach magnitude, again just
predicting around one particular value, near 0.25. Looking at the R? score (0.02), the poor performance is

corroborated. This again shows how the model is generalizing poorly to the held out datapoint.

Reach Region

When looking at reach region predictions for Subject 1, we see that the unbalanced data appears to have
better accuracy (Figure [6.7). However, if we dig deeper and look at the F1 scores, we see that both types
of models perform similarly, and the performance of the unbalanced dataset is not as good as the accuracy
shown (Table[6.2). Unfortunately, this means both models sit close to chance accuracy for 6 (balanced) or 7
(unbalanced) classes.

Because the model seemed to learn slowly, with the loss hardly decreasing between steps, I decided to
explore the effects of different learning rates when training the model on the unbalanced reach regions. The

results of this hyperparameter exploration can be seen in figure [6.8] It seems that increasing the learning
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Reach Angle Ground Truth vs Adjusted Test Predictions for HTNet on All Participants
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Figure 6.5: Reach Angle LOOCYV Ground Truth vs Test Predictions for 6 of the 12 participants



Ground Truth vs Predictions of Reach Magnitude from HTNet
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Figure 6.6: Reach magnitude ground truth vs test predictions for LOOCYV on Subject 01
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Figure 6.9: Comparison of Balanced and Unbalanced versions of reach quadrants data

rate decreased the amount of variance in the test performance. However, the effect was not that significant

between 0.01 and 0.05, so future work should continue to use a learning rate of 0.01.

Reach Quadrant

When looking at reach quadrant, I also tested both an unbalanced and balanced version of the dataset. On
the unbalanced dataset, the average test F1 score across participants was 0.21, and average test accuracy
was 0.37, slightly better than chance, but likely a result of the unbalanced data (Figure [6.9] orange violin
plot). When balancing the number of classes in the data, performance falls down to chance accuracy (0.26)
(Figure[6.9). This corroborates the reasoning that the unbalanced data only performed decently because of

the imbalance in the classes.
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Adjusted R-Squared vs Number of Datapoints in Training Data
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Figure 6.10: Reach angle adjusted R-Squared for ground truth and test predictions vs the amount of data in
training set.

Model Interpretation

To get a better sense of why the HTNet model might be performing so poorly on these various movement
features, I looked into how the performance changed with more data. For example, in the reach angle
predictions, the adjusted R? scores generally increased with more data, as shown in figure However,
when testing Subject 01 on all days of data, providing many more data points for training, we see that
the performance boost does not follow the linear increase seen for one day of LOOCV. This indicates that
perhaps using more data could help train the model, but at the cost of keeping the ECoG data from becoming
too variable, as it does across days. Currently, the maximum number of data points available for one day is
around 180, quite low for a deep learning model. One possible solution is to train the model on data from
all but one participant, which would also increase complexity, but would also provide a lot more data for the

model to learn from.

While working on these various features, I started to wonder if the previous HTNet model in |Peterson
et al.|[b] had ended up just learning to distinguish between rest events vs upward arm movements, rather than
movements in general. There is clearly a skew in the data towards upward trajectories, as can be inferred in
figure[6.5] and made more clear in figure [6.11] To explore this possibility, I trained subject specific HTNet
models for move vs rest, with the labels aligned to the quadrant the movement went towards. I then looked
at the percentage of prediction errors in each bin (rest, left, down, right and up), with the results shown
in figure Each quadrant shows a percentage error around 0.16, indicating no significant difference

between quadrants. Thus, it does not seem to be the case that the original HTNet model for move vs rest
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Figure 6.11: There is a clear skew towards upwards movements.
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Figure 6.12: HTNet move vs rest decoder errors broken down by reach quadrant

only learned a shortcut to distinguish between rest and specific kinds of movements.

6.3.3 Discussion

Overall, none of the behavioral features were learned particularly well by the HTNet model. Perhaps hy-
perparameter tuning or training with more data could help the model improve, as evidenced by Figure[6.10}
Another consideration is the temporal nature of the behavioral features. Because these the participant does
not just instantaneously get to a particular angle or region, it may be prudent to consider models that pre-

dict the features continuously. Kalman filters have shown significant success in continuous decoding BCI

paradigms [Anderson et al.| b; Leuthardt et al.]. Using Kalman filters or Recurrent Neural Networks could
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be more viable at learning to predict these kind of features, since they can continuously decode the signal,
and thus use the previous time points to help guide predictions. Future work should also look to consider
balancing the regressed features so that there is not as much of a skew towards particular values. This may
help the model from getting stuck in predicting the most common value. However, a more important con-
sideration could be that the ECoG data does not contain a strong enough signal to decode these particular
fine-grained features.

Although the HTNet model was not able to learn the movement features tested here, there was still a
lot learned from this project. For example, using more training data unsurprisingly allowed the model to
learn better, but these gains did not go as far if the data was pooled across multiple days. This highlights
the trade-off in accounting for the variability in brain data, vs gathering more data for training. In general,
the skew in the datasets towards particular kinds of movements made learning these features difficult for
the model. For example, in both reach regions and reach quadrants, the HTNet model seemed to predict
better for the unbalanced versions of the dataset, but looking at the f1 score highlighted how the model was
actually learning to exploit the imbalance. Overall, these results highlight the need for models that can better

handle this highly variable and skewed type of data that exists in naturalistic settings.

6.4 Self-Supervised Learning

In this project, we apply four SSL pre-tasks to our naturalistic ECoG dataset. From this dataset, we have
many days and hours of unlabeled data from all ECoG participants. However, labeling all of that data is
costly and time-consuming. Therefore, in this project, we wanted to leverage the benefits of SSL, which
does not require data to be hand-labeled, and make use of this plethora of data. Our first SSL pre-task
was inspired by work from Banville et al., and uses a relative-positioning task in the time dimension of
the ECoG data. The next pre-task was inspired by Sarkar and Etemad| [2020]], and uses a set of signal
transformations on the data to create pseudo-labels. The third pre-task uses a method called Contrastive
Predictive Coding (CPC) [Oord et al]|. Our last pre-task is a novel task which uses features of the power
of different frequency bands to generate the pseudo-labels for pre-task training. For the downstream tasks,
we classify two different ECoG paradigms, one for movement (hand movement vs rest), and one for speech

(subject speaking vs silence). For both tasks, there exists labeled data for at least three participants. We only
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test the speech downstream task on the relative positioning and signal transformation pre-tasks. We then
compare the test accuracy of each self-supervised method to a supervised decoding algorithm previously
used on the AJILE dataset (see Chapter [3) [Peterson et al, b]]. This project was completed in collaboration

with Gabrielle Strandquist and Zeynep Toprakbasti.

6.4.1 Methods
Neural Network Model

For this project, we used the same HTNet model for decoding ECoG data, see Chapter [3| and [Peterson
et al [b]. The model implements a CNN architecture, which includes three convolutional layers, and a
special Hilbert transform layer (see Figure [6.13]for details of the architecture). We implemented all model
training in Python v.3.8 with Tensorflow. Code for the relative positioning and signal transformation pre-
tasks can be found here: https://github.com/strandquistg/ez—-ssl/tree/main. Please

reach out to the author for code on the other pre-tasks.

Datasets

Previous work in our lab curated labels for wrist movement events in our lab’s ECoG dataset for 12 partic-
ipants, of which further details can be found in [Peterson et al.| [2021]]; |Wang et al.| [2018]]; Singh et al.| [b].
Using the same dataset, labels were also obtained for speech onset events for 3 participants. Each subject
has data from 2 separate days, and speech-events were selected with at least 1 preceding second of silence.
Contrasting silence-events were selected with at least 2 seconds of silence before and after the event. Move-
ment events were epoched at 1 second before and after the event, while speech events were epoched at 3
seconds before and after the event. The classes were balanced for both movement and speech events.

In the case of the relative-positioning and signal transformation pre-tasks, we used the data from the al-
ready labeled movement and speech datasets to train the pre-task and then fine-tune the downstream models.
We used an 80/20 split for our pre-task and downstream data. In the pre-task, instead of using the labels that
were attached to the ECoG events, we used the pseudo-labels generated by the pre-tasks.

Considering that one of the benefits of SSL is that we can make use of unlabeled data, we decided

to follow a different approach for the pre-task data in our CPC and Domain Features pre-tasks. In these
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Figure 6.13: HTNet architecture during the pre-task and downstream. The top half of the figure shows
HTNet during the pre-task. During the pre-task, the model is trained on one of the four pre-tasks (see
Section [6.4.1] for details about the pre-tasks). In this stage, all layers in the model are trainable, so that the
model can hopefully learn useful representations of the data during pre-task training. The bottom half of the
figure shows the model during downstream training. For the downstream, the first layers up to the flatten
layer from the model from the pre-task are loaded in (layers in the dashed box) and a new flatten and dense
layer are attached to fit the new task. All layers except for the depthwise convolutional layer and the dense
layer are frozen and unable to be trained in the downstream task. Then the model is trained on either the
movement or speech task, depending on what data was used in the pre-task.
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pre-tasks, we extracted continuous unlabeled ECoG data from a random time point during the middle of
the day for each participant. The goal of this approach was to simulate a live recording session, as if the
model were pre-trained on a contiguous chunk of neural data from the participant before starting their actual
neural decoding session. Before selecting a time for continuous ECoG extraction, we filtered out times with
atypical activity, such as seizures. We chose to take activity during the middle of the day (around noon), as
this is when participants would likely be most active. We left out the last day of each participant’s hospital
stay when extracting this contiguous data, to ensure that no test data ended up in the pre-task training data. To
understand how much contiguous data would be needed for sufficient pre-training, we tested three amounts
of contiguous data - 10 minutes, 20 minutes and 80 minutes - resulting in 600, 1200, and 4800 one-second
ECoG epochs respectively. Of this data, 80% was used for training the pre-task, while the remaining 20%

was used for validation and testing of the pre-task.

Pre-tasks

The overall goal of SSL pre-tasks is to automatically derive pseudo-labels from data to train HTNet in
classification tasks. The learned weights from these pre-tasks can then be saved in the HTNet model for
the downstream tasks. With the exception of the loss function, the HTNet parameters were identical for all
pre-tasks (see Chapter [3] for details on model parameters). In the training period, we established a patience

level of 15 epochs, and trained for a maximum of 64 epochs.

Relative Positioning The relative positioning pre-task is designed to learn meaningful representations of
time series ECoG data by discovering differences in brain activity that occur close together versus far apart in
time. To design this, we considered each epoch as being an "anchor" point by which to compare the temporal
proximity of subsequent epochs. For each anchor, we selected 3 epochs that were "far" and 3 epochs that
were "near” to the anchor, as determined by hyperparameters. The hyperparameters for determining near
and far were experimentally chosen to be 6 and 36 epochs, respectively, based on model performance. This
means that for an epoch to be considered near, it could be no more than 6 chronological epochs away from
the anchor. For an epoch to be considered far, it had to be at least 36 chronological epochs away from
the anchor. We note one exception with subject fOb, whose smaller than average dataset required the far

parameter to be set to 20. Once selected, the anchor was separately concatenated to each far and near epoch,
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yielding paired epochs that were twice the original length. Each pair was then labeled as near or far. Since
there are only two classes in this pre-task the loss in HTNet was set to binary cross-entropy. See the first

panel in Figure [6.14] for visual representations of the relative positioning pre-task.

Signal Transformation For the signal transformation pre-task, we considered a different way of learning
representations of our data by having the model learn different patterns of ECoG. For this design we applied
four separate transformations to the entirety of the dataset which can be seen in the right plot of Figure[6.14]
Each transformation was applied to all epochs, generating five times as much data as the original dataset.
Given the four separate signal transformations, resulting in five classes for training, the loss we used to train

was categorical cross-entropy. The four transformations are listed below:

1. Noise added - adds noise to the original signal by generating values using the numpy random.normal
function in a specified range, then adding these values to the original signal. For both event types we

experimentally chose 10 as our upper range.

2. Scaled - scales the signal by multiplying the entire signal by a specified constant. For both event types

we experimentally chose 15.
3. Negated - negates the signal by a simple multiplication of -1 on the entire signal.

4. Flipped - flips the signal in the time domain by reversing the signal’s order using the numpy.flip

function.

Contrastive Predictive Coding Drawing inspiration from Oord et al., we use the CPC approach on our
ECoG data. The HTNet model is given a fixed length of consecutive ECoG epochs and is tasked with pre-
dicting the latent representations of the subsequent sequence. This task initially involves training the model
to distinguish between correctly sequenced and shuffled ECoG sequences. The effectiveness of the pre-
dictions is assessed using the Info Noise-Contrastive Estimation (Info-NCE) loss function from|Oord et al.,
which determines how representative the predicted ECoG sequence is of the actual subsequent sequence. We
found that the optimal combination of input and prediction sequence lengths for this pre-task is 2 epochs and

7 epochs of ECoG data, respectively. Here, “optimal” refers to the hyperparameters impact on enhancing
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Figure 6.14: Relative Positioning and Signal Transformation Pretasks. The left plot shows how epochs
were selected for the relative positioning pre-task. An anchor region, shown in blue, is closer to the purple
region than the green region, chronologically in time. The anchor is concatenated with the purple region
and together they are labeled 'near’ as a single joint data point. Similarly, the anchor and the green region is
concatenated together and labeled *far’. The right plot shows how epochs were designed for the signal trans-
formation pretask. Four separate transformations were applied to the entire dataset and labeled as a separate
class, for a total of 5 classes including the original signal. From top to bottom, the signal transformations
are original, noise added, scaled, negated, and flipped. Both plots show a real signal from a single channel

from participant cb4.
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downstream decoding performance, rather than its success in the pre-task itself. Notably, while predicting
shorter sequences within the pre-task tends to be easier and achieves higher accuracies, these parameters are

less beneficial for downstream tasks.

To encode the ECoG data into the latent space, we used the first many layers of HTNet. We truncated
HTNet at its last pooling layer, stripping the model of the output layers. This produced latent representations
of the ECoG data in 250 dimensions. This latent representation from HTNet was then fed into the rest
of the CPC architecture to complete the predictive task and evaluated with Info NCE loss. For a visual

representation of the CPC mechanism, refer to Figure[6.15]
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Figure 6.15: Contrastive Predictive Coding adapted for ECoG data. A sequence of n ECoG epochs are
separated into a input sequence to be provided for the model as context in order to make the prediction, and
a follow-up sequence which the prediction is compared to. In the experiment, the optimal input length given
limited resources was found to be 2 epochs. The following 7 epochs are reserved for the true sequence.
Figure adapted from Zeynep Toprakbasti’s honor’s thesis.
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Domain Features For our final pre-task, we developed a novel pre-task designed specifically for ECoG
data. In the pre-task, we asked the HTNet model to predict the power of different frequency bands in the
ECoG signal. We calculated the power of each frequency band using the fast fourier transform [Al-Fahoum
and Al-Fraihat]. The frequency bands we calculated the power for are low-frequency oscillations (LFO)
from 0.5-4Hz, Alpha from 8-14Hz, Beta from 14-30Hz, Low Gamma from 30-60Hz, Gamma from 60-
100Hz, and High Gamma from 100-200Hz. For each frequency, we created a single label by averaging over
all channels at all time points. We then normalized the power labels between O and 1 for model training,
and used mean squared error as the loss function. To train this pre-task, we used 20 minutes of consecutive

ECoG data (1200 data points), as described in the data section.

Downstream

The downstream task involved either decoding the movement or speech data from the ECoG data of one
participant. The downstream speech task was only used in the relative positioning and signal transformation
pre-tasks, while all pre-tasks were evaluated on the downstream move vs rest task. For each participant, we
trained three different downstream models to get a sense of the average performance for each participant.
To do this, we loaded in the pre-task model and kept the first layers up to the flatten layer in the downstream
model (dashed box in Figure[6.13), and then added on a new flatten and dense layer to create the downstream
model. We then froze all layers except the depthwise convolution and the dense layers. This allowed the
representations from the pretask to be maintained, while still adapting the model to the new task. We
chose to also train the depthwise convolution during the downstream following the transfer learning results
from |Peterson et al.| [b]], which show that also training convolutions during the transfer step helps improve
performance. After creating the downstream model, we first tested the model on the human-labeled data,
without re-training, to see how the pre-task representations performed, later called the pre-task model when
reporting accuracies. Then we trained the downstream model with the human-labeled data. For training, we
established a patience level of 15 epochs, and trained for a maximum of 64 epochs, and used binary cross
entropy as the loss for both movement and speech. After training, we tested the downstream model again to

see how re-training the model improved performance.

For comparison, we also trained a supervised model on the same data as the downstream to compare to
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the traditional approach for brain decoding. The main difference between these models is that this model
is randomly initialized and all layers are trained, while the downstream model started from the pretask
weights and had most layers frozen. We followed the same 3-fold per participant approach as we did for the

downstream model. This model is referred to as the supervised model in the Results section.

6.4.2 Results

Pre-tasks

aOf cb4 abd b45 bda 95 ecl ec7 fOb f3b fcb ffb | Chance
RP Pretask [%] | 53 56 54 55 51 51 54 53 46 57 50 54 50
ST Pretask [%] | 57 59 60 60 59 60 60 60 60 60 60 40 20

Table 6.3: Movement Data for Relative Positioning and Signal Transformation Pre-task Test Accu-
racy. Accuracy from 12 participants compared to random chance is shown in each column. Rows corre-
spond to the two pretasks, where “RP" designates “relative positioning and “ST" designates “signal trans-
form" pretasks.

a0f cb4 b45 | Chance
RP Pretask [%] | 52 49 49 50
ST Pretask [%] | 79 80 80 20

Table 6.4: Speech Data Pretask Test-data Accuracy. Accuracy from 3 participants compared to random
chance is shown in each column. Rows correspond to the two pretasks, where "RP" designates "relative
positioning and "ST" designates "signal transform" pretasks.

Relative Positioning The first row of Table [6.3] shows the HTNet accuracy for all 12 participants for the
relative positioning pre-task trained on data epoched during movement events. Relative positioning performs
poorly, sitting around chance accuracy (50%). The first row of Table [.4] shows the HTNet accuracy for 3
participants trained on data epoched during speech events. Again, the model performs near chance accuracy
in this pre-task. This indicates that the model did not learn this pre-task well, and likely will not transfer

well to downstream tasks.

Signal Transformation The second row of Table|6.3|shows the HTNet accuracy for all 12 participants for
the signal transformation pre-task trained on data epoched during movement events. Signal transformation

performs well, with the average accuracy around 58% (chance accuracy is 20%). The second row of Table
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[6.4] shows the HTNet accuracy for 3 participants trained on data epoched during speech events. Again, the
model performs well in this pre-task, with average accuracy at 80%. Interestingly, pre-task model perfor-
mance on speech data is superior to the model trained on movement data. This difference in performance

could be due to the larger epoch lengths in the speech data.

CPC Unfortunately, we do not have results on pre-task accuracy with models trained on CPC, and thus

omit results here.

Domain Features The first six panels of Figure[6.18|shows the model predictions for each frequency band
in the pre-task, colored by participant. Three frequency bands show superior performance from the pre-task
model - Beta, Gamma and High Gamma, with R-squared scores of 0.642, 0.257 and 0.678 respectively. The
other three frequency bands show much lower performance (LFO R-squared = -0.298, Alpha = 0.201, and
Low Gamma = -0.337). These differences in model performance across frequency bands could indicate that
certain frequencies are more salient in the ECoG signal. However, these frequencies might not be the most
related to our downstream tasks. Therefore, one improvement could be to include a custom loss which adds

weight to the frequencies that we anticipate will be more relevant to our downstream task.

Downstream

Relative Positioning Figure[6.16]shows the results from the downstream tasks for relative positioning and
signal transformation. Here, we cover the results from the relative positioning pre-task. In the movement
task, the average test accuracy across participants for the pre-task model was 49.25%. Again, this is the
model right after pre-task training, with no additional fine-tuning. For the speech task, the average test
accuracy across participants for the pre-task model was 54.61%. Thus, it seems the relative positioning
model transferred slightly better to the speech task. The downstream movement model had an average
test accuracy of 81.25%, and the downstream speech model had an average test accuracy 78.30%. This is
somewhat surprising after the pre-task models showed that more useful features were learned for the speech
task initially. Compared to the supervised model, which did not include any pre-training, we find that this
model achieved around 76.79% in the movement task, and 75.98% in the speech task. Thus, the downstream

model for movement performed significantly better than both the pre-task and supervised models (p-value
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Comparing results for the ECoG movement and speech tasks. The top row shows results

from the movement task, and the bottom row shows results from the speech task. The first column shows
the average test accuracies across participants for the pretask, downstream and supervised model in both
the relative positioning and signal transform task. The second two columns show individual participant
averages, first in the relative positioning task, and then in the signal transform task.
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between pre-task and downstream = 2.63e-07, and p-value between downstream and supervised = 2.67¢-
04). However, the downstream model did not perform significantly better than the supervised model in the

speech task.

Signal Transformation Here, we cover the results from the signal transformation pre-task. In the move-
ment task, the average test accuracy across participants for the pre-task model was 50.02%. Again, this
is the model right after pre-task training, with no additional fine-tuning. For the speech task, the average
test accuracy across participants for the pre-task model was 49.60%. Thus, it seems the signal transforma-
tion pre-task did not transfer well to without fine-tuning to either task. The downstream movement model
had an average test accuracy of 81.37%, and the downstream speech model had an average test accuracy
73.15%. Like in the relative positioning pre-task, we find that the downstream model performed the best
in the movement task (p-value between pre-task and downstream = 2.63e-07, and p-value between down-
stream and supervised = 8.19e-04), but that there was no significant difference in the speech task. Thus, it
seems these two pre-tasks learn useful ECoG features related to movement, and can be fine-tuned to improve

performance over regular supervised models.

CPC Figure shows the results from the CPC method over four different variations of downstream
training data (100% of available labels, 50% of available labels, 20 labels and 2 labels). All results are done
on the movement downstream task. Across all variations we find that the CPC models trained on the largest
amount of pre-task data (4800 data points), show the best model performance. More pre-task training data
seems to provide the most boost in the 20 and 2 label downstream training tasks. In the case of 2 labels, the
CPC model trained with 80 minutes of consecutive unlabeled data shows superior performance, even over
the transfer learning approach developed in |Peterson et al.| [b]. In the cases of larger downstream training
data, the CPC model generally performs slightly worse than the transfer learning approach. However, the
CPC model has the benefit of not requiring a lot of labeled data across many participants for pre-training,

giving this approach a more realistic use case.

Domain Features In this last pre-task, we evaluate model performance on the downstream movement

task. The results from fine-tuning the downstream model to movement decoding is shown in the last panel
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HTNet Pretrained with CPC - Downstream Performance with Varying Amounts of Data
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Figure 6.17: CPC performance on downstream move vs rest decoding, with varying amounts of pre-training
data and downstream finetuning data. All CPC models (yellow box plots) are compared to single subject
models that are fully supervised (pink box plot), and to transfer learning models following the approach in
Chapter[3] bl (green box plot). Top left panel shows CPC performance when using 100% of
available datapoints for downstream finetuning. Top right panel shows CPC performance when using 50%
of available datapoints for downstream finetuning. Bottom left panel shows CPC performance when using
only 20 datapoints for downstream finetuning. Top left panel shows CPC performance when using only 2
datapoints for downstream finetuning. Figure adapted from Zeynep Toprakbasti’s honor’s thesis.
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Figure 6.18: Pre-task and downstream results from the domain features pre-task. The first six panels show
the pre-task results for each frequency band. The green dashed line indicates perfect alignment between
model predictions (y-axis) and ground truth (x-axis). Scatterplot is colored by participant, see last panel
bottom right for legend. The last panel shows the downstream results after pre-training the model on the
domain features pre-task. Violin plots are categorized by participant.

of Figure [6.18] We find that the average test accuracy for the downstream model is 50.1%, indicating that
the features learned from this pre-task did not transfer well to the downstream task, even with fine-tuning.
This is somewhat surprising, as this pre-task was specifically designed for ECoG data. We may find that

other ECoG signal features, such as phase, provide a better learning signal for model pre-training.

6.4.3 Discussion

In the relative positioning and signal transformation pre-tasks, we find that HTNet is better able to classify
across 5 different signal transformations than it is across only 2 classes with the relative positioning. Despite
5 classes having greater complexity then 2, this is not necessarily surprising in light of the data we had to
work with. Since we epoched our data chronologically but not consecutively in these pre-tasks, the relative
positioning task likely becomes less meaningful, as there are gaps between epochs. Making use of the data
that we later epoched consecutively may have improved performance for this pre-task. However, as we
saw from the domain features pre-task, good model performance in the pre-task does not indicate strong
performance in the downstream task. Of the pre-tasks, the domain features pre-task showed the lowest
performance on the downstream movement task, even though it showed strong performance in the pre-task.
On the other hand, the signal transformation and the CPC pre-tasks both performed well, with the CPC pre-
task especially showing promise in very low downstream data regimes. In general, a dominant conclusion
we drew from our literature review as well as these experiments is that the success of transferring a SSL

model is only as good as the design of the pre-task. Thus, careful engineering of the pre-tasks is vital for
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good results.

In the pre-tasks where we evaluated movement and speech tasks, the downstream model performed
better for the movement task than the speech task. This could be because the movement task had more data
points for each class, so the model is likely able to learn more about movement than speech. The ECoG
input data is also much shorter in time for movement than for speech, so the model may have an easier
time pinpointing features in the ECoG data when there is less data to parse in the downstream. Another
consideration is that in the speech task, one participant in particular (cb4) does really poorly, pulling down
the average. This participant likely does poorly because their electrodes did not have good coverage of
speech areas, which could limit decoding accuracy.

Based on the results from CPC, it seems that further work should explore how much data can be used
in the pre-task to fully boost model performance. In the three settings we tested, model performance con-
sistently went up, so it is likely that more data for pre-training will help. Future work should also look to
explore other SSL approaches. One promising approach is MYOW - Mine Your Own vieW - which was de-
signed specifically with neural data in mind [Azabou et al.]. Other recent work on SSL in video and images
also suggests additional promising ways forward for SSL, which could be applied to neural data [Assran

et al.].

6.5 Neural Manifold Decoding

In this section, I report on a project that takes inspiration from the manifold decoding work discussed in
Chapter[2] This work expands upon the results in Chapter[5] where we found that naturalistic ECoG data con-
tains low-dimensional neural manifolds. As suggested by previous work, we can use these low-dimensional
neural manifolds as input for neural decoders, and also align the manifolds for domain adaptation [Gallego
et al., ja; [Farshchian et al.; [Natraj et al. |a; Bashford et al.; [Pandarinath et al.]. One of the foci of this disser-
tation is the generalization of neural decoders across participants. Therefore, I was interested in applying
techniques from the neural manifold adaption literature to improve cross-participant model generalization
of naturalistic neural decoders. Specifically, I compare neural decoders either trained on the original ECoG
data, the extracted ECoG manifolds, or neural manifolds that are re-aligned using Canonical Correlation

Analysis (CCA). For these results, I move beyond the move vs rest decoding used in Chapter 3] and instead
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classify reach quadrants (left, right, up and down; see Section [6.3]and Chapter [5]for details).

6.5.1 Methods

For all of the neural decoding results presented in this section, I trained the HTNet model to decode between
four movement classes - left, right, up and downward reaches on individual participant data (see Section
[6.3] and Chapter [5] for details on how these quadrant labels were extracted). The lower left panel in Figure
[6.19] shows the amount of each quadrant label for each participant. Data for each participant was split
by holding out the last day of available data for test data. The other remaining days of the participants’
hospital stay was used for training and validation. For the no manifold decoding models, I trained the
HTNet model on participant data that was projected to motor regions of interest (ROIs). The motor ROIs are
described in Chapter [3] but essentially cover motor and sensorimotor areas of the brain. For the manifold
decoding models, I trained the HTNet model on the neural data in the manifold approximations calculated
using PCA. See Chapter [5] for more details on how the manifolds were calculated. In both these models,
results are reported in ROC AUC OVO (one-vs-one), as the data labels were unbalanced. I used the same

hyperparameter settings for HTNet as set in Chapter 3]

To perform manifold alignment, I used the CCA technique used in many other manifold papers [Gallego
et all |a; Natraj et al. |a; [Pandarinath et al.j Safaie et al.]. CCA is a linear alignment technique which
optimizes the correlations between data points to align data. However, CCA for neural manifold alignment
requires that the neural manifold data is temporally aligned, otherwise no linear transformation from CCA
will find a good alignment. In experimental setups, it is straightforward to ensure this alignment, but not so
much in the case of naturalistic behaviors. This assumption for time aligned data may end up resulting in
subpar model performance, as we will see. To use CCA, I use the manifold decoding models trained on one
participant - the source participant - and then align the manifolds from a target participant using CCA. For
the CCA models, I also trained the models on a balanced reach quadrant dataset, which was balanced by
down-sampling the movement events to the class with the lowest amount of data. Thus, I report the results
from the CCA models simply as percent accuracy. I then test the manifold decoding model on the realigned

target participant data, without fine-tuning the model.
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Figure 6.19: Results for no manifold and manifold decoding of reach quadrants. The top left panel shows
the average test ROC AUC of no manifold decoders (blue box) and manifold decoders (orange box). The
red dashed line shows the random chance accuracy of reach quadrant decoding given that the classes are
imbalanced. The top middle panel shows per participant test ROC AUC for no manifold decoding, and
the top right panel shows average test ROC AUC per participant. The bottom left panel shows the event
count for each of the quadrant classes, colored by participant. The bottom middle and right panels show the
test ROC AUC (x-axis) plotted against the within-participant manifold dissimilarity (y-axis) calculated in
Chapter|§|f0r the no-manifold and manifold decoders respectively.

6.5.2 Results

The results for the no manifold decoding and manifold decoding models is shown in Figure [6.19] Between
the two decoding models, we find little difference in their performance (no manifold average test ROC AUC
= 0.509, manifold decoding = 0.504). When looking at model performance by participant, we see that PO1
and P09 show the highest performance in the no manifold decoding setting. For the manifold decoders,
PO1 and P02 also perform highly, along with P06. To see if the initial geometry of the manifolds had any
impact on performance, we also compared decoding performance to the neural dissimilarity metric which
was developed in Chapter[5] In brief, neural dissimilarity indicates how closely aligned two manifolds are in
electrode space. Therefore, if the neural dissimilarity between two manifolds is low, then the two manifolds
include activity in similar brain regions. We find that there is a small trend between neural dissimilarity and

the model performance of both models, such that lower neural dissimilarity results in improved performance.
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Figure 6.20: Results from CCA manifold alignment. Top left panel shows train, validation and test accuracy
on the source models. The top middle panel shows source test accuracy (green) in comparison to the target
participant before calculating CCA alignment (orange) and after CCA alignment (blue). The top right panel
shows the breakdown of test accuracy on the source participant. Bottom left panel shows the test accuracy
on target data after CCA alignment, categorized by the source participant. Bottom right panel shows the test
accuracy on target data after CCA alignment, categorized by the target participant.

However, the results from P09 seem to be an outlier to this trend. This could indicate that the models are

able to learn to decode reach quadrants better when the neural activity is more closely aligned.

The results from CCA alignment are shown in Figure [6.20] Overall, we find that the CCA alignment
approach does not result in much model improvement, with an average test accuracy improvement of -
0.253%. We evaluate whether or not the source models perform well in the first place, and find that the
source models perform well overall (train = 53.4%, validation = 41.7%, test = 41.2%, chance accuracy =
25.0%). Before aligning the data, average test accuracy on target manifolds is 24.7%. After CCA alignment,
average test accuracy is 24.4%, slightly worse than before alignment. CCA alignment performance is highest
when P02 was the source participant (average target test accuracy = 27.8%), though not by much compared

to other participants. PO1 performs the worst overall as the source participant with an average target test
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accuracy of 19.9%. CCA alignment performance does not seem to be impacted significantly by which
participant was used as the target. Overall, this indicates that CCA alignment does not improve decoding
model performance on naturalistic ECoG data, but that the choice of source participant has some impact on

alignment performance.

6.5.3 Discussion

Our results show that the HTNet model can decode interesting movement features using neural manifolds
alone. These results are somewhat surprising, as the neural manifold approximations that we calculated
are of a much lower dimension than the original ECoG data (10 dimensions vs around 64 channels). This
ability highlights the potential for more efficient models with reduced parameter counts, which would be
particularly beneficial in scenarios with limited data availability, like neural data. These results also open up
avenues for further research into using neural manifold decoding, potentially leading to more streamlined
and generalizable models.

In this project, we also observed that CCA did not significantly enhance model performance; in fact, it
sometimes led to a deterioration in performance. This outcome is likely due to the inherent timing assump-
tion in CCA, which may not align well with the temporal dynamics of our naturalistic movement data. To
improve manifold alignment in future work, we suggest exploring alternative approaches that do not rely on
such strict timing assumptions. Techniques such as LFADS and ADAN may prove useful for this [Sussillo
et al.| b [Farshchian et al.]. It may also be worth using techniques such as dynamic time warping to tempo-
rally align the data before completing the CCA step. See Chapter [§| for more details on how to potentially

expand this work.

6.6 Summary

The previously unpublished projects in this chapter underscore the challenges of developing neural de-
coders for interpreting naturalistic human brain data. The first project involved enhancing the HTNet model
to decode movement features beyond simple rest and movement states. However, these results showed the
complexity of extracting sufficient signal from the brain for decoding such detailed movement information,

as the models mostly performed at chance levels. We also saw that the models struggled to decode addi-
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tional movement features due to the inherent class imbalance in the dataset. Future work may find more
success in decoding features closely tied to neural representations of movement, such as 3D spatial location,
re-sampling the data to minimize class imbalances, and by employing continuous decoding using LSTMs
or Transformers, which could enhance performance and enable the development of neural decoders suit-
able for naturalistic contexts. The second project explored SSL approaches for training naturalistic neural
decoders, revealing that certain SSL pre-tasks, particularly CPC, yielded model representations that trans-
ferred effectively to our naturalistic decoding tasks. Techniques like SSL are crucial for leveraging unlabeled
data to train models, which will be a necessity for bringing BCls into real-world settings. The final project
employed a combination of the HTNet model and CCA for decoding neural manifolds, presenting an alter-
native approach to cross-participant generalization. Although we found CCA to be ineffective for alignment,
neural manifold decoding shows promise, suggesting that further research in this area could lead to a faster
and more efficient cross-participant generalization technique for naturalistic data, potentially surpassing the

transfer learning approach developed in Chapter 3]
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Chapter 7

Understanding Gender Gaps in Brain
Computer Interface Performance from a

User Experience Lens

7.1 Introduction

Brain-Computer Interfaces (BCls) are capturing increasing attention from the public, fueled by high-profile
demonstrations and investments by major companies like Neuralink and Meta. For instance, Neuralink
recently showcased a live Twitter stream featuring a human participant controlling a computer cursor via
an implant [Neuralink]. Similarly, Meta has unveiled a non-invasive neural interface designed to facilitate
seamless interaction with augmented and virtual reality environments [Meta; CTRL-labs at Reality Labs
etal.]. This expanding interest is further evidenced by the emergence of startups such as OpenBClI, Neurable,
and Kernel, which are exploring consumer applications of BCI technology [[OpenBCI; Neurable; [Kernel;
Douibi et al.]. These developments are not only promising for enhancing the lives of individuals with
disabilities, such as those suffering from paralysis, but they also suggest a broader integration of BClIs into
everyday life for the general population. The potential of BCIs to transform how we interact with technology,

and revolutionize computing across various aspects of daily living, holds exciting possibilities for the future.

However, previous research has found that certain demographic and personality factors have an impact
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on BCI performance, potentially limiting the effectiveness of these systems across users. For example, Ran-
dolph|identified age, musical instrument proficiency, and the use of affective drugs as significant contributors
to BCI performance. Additionally, personality traits such as motivation, confidence, and perceived relevance
to the user have been recognized as important factors for BCI performance [Jeunet et al.| |a; Herbert; |Chavar-
riaga et al.j [Kleih and Kubler; /Ahn and Jun|]. Understanding these dynamics is crucial for developing BCls

that are accessible and effective across a diverse user base.

Previous research exploring the impact of human factors on BCI performance also suggests a notable
gender gap in BCI performance, where men generally exhibit lower performance than women across various
BCI experiments [Randolph;|Allison et al.j |Alimardani and Ghermanj Leeuwis et al., ja] For instance, a study
by [Randolph| identified participant gender as a significant predictor of offline BCI performance. However,
not all studies have consistently demonstrated significant statistical impacts of this gender gap [Jeunet et al.,
dlcf], highlighting the need for additional research to fully understand how gender affects BCI performance.
The interplay between the previously identified demographic and personality elements with gender further

complicates patterns of BCI performance [[Wood and Kober]].

These findings echo and give substance to the many ethical concerns that surround the adoption of
BCI systems into daily life. Neuroethics, a field dedicated to examining the moral issues associated with
neurotechnology, explores critical questions related to agency, privacy, responsibility, authority, and justice
[Klein et al.j Society|]. The previous findings on performance gaps and user demographics raise the ques-
tions: Who will BCI systems work for? Who will be excluded from using BCI systems? These questions
underscore the importance of addressing ethical considerations proactively during the development of BCls,
and incorporating neuroethics in the evolution of these technologies. As BCIs move towards becoming more
widespread, it is crucial to consider who benefits most from these technologies and whether existing gender
disparities will persist, diminish, or reverse. Considering these issues is essential for ensuring equitable

access and effectiveness as BCIs evolve into a mainstream technology.

The performance disparities observed in BCI research, including gender gaps, may stem from various
system components such as the decoding algorithms used, the nature of the experimental tasks, and the
design of user interfaces [[Chavarriaga et al.]. While much of the existing research has concentrated on

enhancing machine learning models to better generalize across different users [Chavarriaga et al.; Nguyen
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et al.j |Vidaurre et al.; Fukuma et al.], including notable contributions from our own work [Peterson et al.,
bll, this perspective focuses on elements of the user experience (UX). As noted in |Lotte et al.| [[a], improve-
ments to the machine learning pipeline are useful, but ultimately the user also needs to be considered in the
development of successful BCIs. In this perspective, we will explore how elements of the user experience
and interface design contribute to these performance gaps, and provide suggestions for UX solutions.

Thus, in this perspective, we examine a crucial ethical question: What gender biases are present in
current BCI implementations, and how can we design these systems to minimize performance disparities
between genders? To explore this question, we use the GenderMag Method, a systematic approach enabling
software stakeholders to identify and address gender-related inclusivity issues [Burnett et al), jald]. The
GenderMag Method not only helps explain the observed gender performance gaps in BCI studies but also
provides a framework for designing UX solutions to these inclusivity barriers. We will review existing
literature on the impact of human factors on BCI performance and provide an overview of the GenderMag
Method. We will then use the GenderMag Method to understand the gender performance gap in BCls
and develop targeted UX solutions. We will then discuss these solutions within the broader context of the
literature, and speculate on potential shifts to the gender gap as BCI technology advances towards consumer

applications.

7.2 Background

7.2.1 Impact of Human Factors on BCI Performance

As discussed in the introduction, BCIs have the vast potential to improve peoples lives outside of the labo-
ratory. However, a significant challenge in translating BCI technology for broader use is that BCI tasks and
models do not function effectively for all individuals. This issue, often referred to in the literature as “BCI
illiteracy” or “BCI inefficiency”, describes situations where BCI systems fail to work due to low classifi-
cation accuracy from the underlying machine learning models [Allison and Neuper; [Thompson; [Lee et al.,
c|]. Traditionally, this term has been used to suggest deficiencies in the brain signals of specific users rather
than shortcomings in the BCI system itself, a notion that has sparked debate within the research community

[Thompson|]. Despite the label, the reality remains that BCIs do not yield functional outcomes for every
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user. Intriguingly, research indicates that while individuals may struggle with certain BCI tasks, there typi-
cally exists at least one task that proves effective for each user, suggesting that universal BCI inefficiency is
unlikely [Lee et al.| |c]. Extensive studies have explored the various factors contributing to BCI inefficiency,
uncovering influences such as task type [Lee et al.| c; |Guger et al.; |Dhindsa et al., |b], model adaptation [Pe-
terson et al.| b; [Nguyen et al.; | Vidaurre et al.], feedback style [Sollfrank et al.; Jeunet et al.l ja], physiological
differences [Leeuwis et al.| b]], personality traits [Baykara et al.; Hammer et al.; [Herbert} [Kleih and Kubler;
L1 et al.j |Lotte and Jeunet], and demographics [Zich et al.; [Randolph; [Alimardani and Gherman; |Allison
et al.]]. In this section, we will focus on how personality and demographic traits, i.e. key human factors, play

arole in contributing to BCI inefficiency.

A comprehensive array of human factors influencing BCI performance has been identified through ex-
tensive research [[Ahn and Jun; Jeunet et al.| |a; |(Chavarriaga et al.; Herbert]. For example, both|Allison et al.;
Zich et al.| found age as a significant determinant, with younger participants generally exhibiting better BCI
performance. Additionally, personal backgrounds involving past experience with art, music, and sports have
been found to positively correlate with BCI performance [Dhindsa et al., bia]. Skill-related factors such as
fine motor skills, the vividness of visual imagery, and mental rotation capabilities also play a crucial role
[Hammer et al.; Leeuwis et all ja; Jeunet et al., d]. Moreover, personality dimensions, including learning
styles (active versus reflective) [Jeunet et al.,|d\c], and locus-of-control (personal belief in control of events
around you) [Wood and Kober; Jeunet et al.l [a]], further expand upon potential factors, suggesting that BCI
performance is influenced by a blend of experiential and intrinsic personal traits. With many more fac-
tors identified in the literature [Ahn and Junj Jeunet et al.| |a; (Chavarriaga et al.; [Herbert|], the extensive list
underscores the necessity for continued research into consistent and repeatable factors that shape BCI per-
formance. This exploration is vital for advancing our understanding of how diverse human characteristics

impact performance with BCI systems.

Despite the broad spectrum of potential factors impacting BCI performance, two human factors con-
sistently emerge as significant in the literature: user motivation and user confidence [|[Herbert; Jeunet et al.,
a]. Many studies measure the impact of these factors using participants’ responses to the Questionnaire for
Current Motivation (QCM), which tracks motivational states across four dimensions: mastery confidence,

fear of incompetence, challenge, and interest [Hammer et al.; Kleih et al.; Nijboer; Nijboer et al., |a; Baykara
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et al.]. Mastery confidence and fear of incompetence are also closely linked to user confidence. Research
indicates that in settings with visual feedback tasks, participant performance significantly correlates with
motivation levels, such that higher motivation typically enhances modulation of sensorimotor rhythms [Ni-
jboer et al., |a]. This correlation with motivation is supported by additional studies on sensorimotor rhythms
and extended to other BCI tasks such as the P300 [Nijboer; Hammer et al} [Kleih et al.; [Baykara et al.].
Intriguingly, findings also suggest that a higher fear of incompetence can negatively affect performance,
underscoring that confidence, alongside motivation, is a crucial determinant of BCI performance [Nijboer
et al.| [a]. This relationship is further exemplified in studies linking computer anxiety with decreased BCI

performance, highlighting the broader impact of user confidence on BCI interactions [Jeunet et al., .

Another common factor in the literature is gender. The gender |'| gap in BCI performance was first no-
ticed in the early 2010’s with work from [Allison et al.f; Randolphl. In their study, |Allison et al.| discovered
that female participants exhibited significantly better performance in SSVEP (steady state visually evoked
potential) systems, which measure brain responses to visual stimuli to determine the focus of attention, and
is often used for language inputs. Randolph|similarly reported superior performance by women, in this case,
in an offline study of mu rhythm modulation, which is a phenomenon in the alpha signal (8-13Hz) of EEG
related to real and imagined movements. Subsequent studies have reinforced these findings. For instance,
research by |Alimardani and Gherman; [Leeuwis et al.| [a] consistently found women outperforming men in
various BCI tasks. Although all these works surveyed different BCI tasks, they all found an impact of gender
on performance. However, Jeunet et al.| [d] was unable to replicate these gender-specific results. Other work
related to gender in BCIs found that creating gender-specific models shows improved performance, partic-
ularly for women participants [Catrambone et al.; Cantillo-Negrete et al., bla]. Additionally, the gender of
experimenters themselves has been shown to influence outcomes [Wood and Kober; Pillette et al.]. Overall,
these results indicate a complex relationship between gender and BCI performance, where the effect is not
always straightforward or dominant. In this perspective, we hypothesize that “cognitive styles”, which tend
to cluster by gender, drive these performance gaps. This hypothesis offers a potential explanation for the

inconsistent significance of gender effects across studies. We will explain and expand upon these cognitive

"Note that historically, studies have often conflated sex and gender, though modern standards distinguish between these terms
[Committee on Measuring Sex, Gender Identity, and Sexual Orientation et al.|. In this work, we will equate the sex of the participant
(female) with the gender of the participant (woman) to aid in interpreting these older papers.
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styles in more depth in Section[7.2.2]

7.2.2 The GenderMag Method

The GenderMag method is a process for software developers and UX professionals to uncover, understand
and fix inclusiveness “bugs” related to gender biases in software and user interfaces [[Burnett et al., a,d]]. The
GenderMag method involves using gender-associated personas - “Abi”, the “Pats” and “Tim” - to capture
how people problem solve in different ways. The personas share five facets (cognitive styles), but each has
their own facet values. Decades of research has shown that these five cognitive styles tend to cluster by
gender, and was used to develop the facets of each persona [Beckwith and Burnett; [Beckwith et al., albic;
Burnett et al., ble; Cafferata and Tybout; |Cao et al., |ba; |Cassell; (Cazan et al.; Chang et al., |b; (Charness and
Gneezy; |Coursaris et al.; Cunningham et al.; Dohmen et al.; [Fisher and Margolis; (Grigoreanu et al., alb;
Hallstrom et al.; [Hartzel; Hou et al.; [Huffman et al.j [Lee and Ko; Margolis and Fisher; [Meyers-Levy and
Durairaj; Meyers-Levy and Loken; Norman; [Riedl et al.; [Rosner and Bean; [Showkat and Grimmj |Simon;
Singh et al.| [a; Weber et al.]. The Abi persona covers cognitive styles typically shown in women, the Tim
persona covers cognitive styles typically shown in men, and the Pat persona covers a mix of Abi and Tim’s
styles. Although named GenderMag, the focus of this method extends beyond gender alone. The emphasis
on gender stems from the observation that certain cognitive styles cluster by gender. Thus, the core aim of
the GenderMag method is to reveal and address cognitive biases in software, making it a tool for enhancing

usability across a broader spectrum of users.

The five cognitive styles defined in the GenderMag personas are: motivations, information processing
style, computer self-efficacy, attitude toward risk, and learning by process vs by tinkering. The motivations
facet explains why a user wants to use a new technology. For example, a user might be motivated to
use the technology solely to accomplish their task, whereas another user may be motivated to explore all
functions of the technology, even if they are not related to the task at hand [Burnett et al., ble} |Cassell;
Hallstrom et al.; [Hou et al.; Margolis and Fisher; Simon|. Information processing style explains how users
like to gather information in software systems, either comprehensively or selectively [Meyers-Levy and
Durairaj; Meyers-Levy and Lokenl]. Individuals with comprehensive information processing prefer to gather

a lot of information before acting (e.g., reading a whole page of documentation before making a change
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to some code) whereas those with selective information processing styles prefer to gather small bits of
information and tend to act on these bits of information more frequently (e.g., reading the relevant parts
of the documentation page and acting on it as they come across it) [[Cafferata and Tybout; |Cao et al.| |a;
Grigoreanu et al.| ja; Jernigan et al.; Lee and Koj; |Lee et al.| b; Meyers-Levy and Durairaj; [Meyers-Levy and
Lokenj Riedl et al.j Simonl]]. Computer self-efficacy represents both a users confidence with technology, and
their locus-of-control in relation to technology. For example, some users may have low confidence about
using unfamiliar technology, and may blame themselves if they run into problems; whereas other users
might have high confidence with unfamiliar technology, and will blame the system if things don’t work
[Beckwith et al. blic; Burnett et al.| ble; Hartzel; Margolis and Fisher} |Singh et al., [a]. Attitude towards
risk indicates a users level of tolerance for risk in software systems. Users with low risk tolerance tend
to stick with the same features they already know to complete their tasks, whereas users with high risk
tolerance are more likely to try new features [Cassell; [Dohmen et al.; (Charness and Gneezy; [Weber et al.|.
The last cognitive style, learning style, explains how users approach learning new software, either through
tinkering or process oriented styles. Some users prefer to learn about new software in process-oriented
ways (e.g., tutorials that show the steps of bringing different features together), while others prefer to tinker
and explore, constructing their own understanding of the software (e.g., trying out different options and
backtracking if needed) [Beckwith et al., \c; Burnett et al.| b;|Cao et al.| |a; |Chang et al., b; [Hou et al.; Rosner
and Bean]]. Additional information about the three personas and their specific facet values can be found in

the GenderMag method and kit [Burnett et al., [dlal], and are summarized in Table

The GenderMag personas and their facets help software designers detect cognitive biases during a spe-
cialized Cognitive Walkthrough (CW) [Wharton et al.]. Based on the cognitive styles identified for inclusive-
ness issues during their evaluation, evaluators can then tailor their design choices to address and eliminate
these specific issues. To set up the walkthrough, evaluators first decide which persona they want to take
the perspective of during the walkthrough. They also choose a task that can be achieved in the software of
interest, and define the start and end states of that particular task. Once the persona and task are determined,
evaluators walk step-by-step through the interface, asking the following set of questions from the perspec-

tive of the chosen GenderMag persona:
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Cognitive Style

Abi

Tim

Motivations for using technology

Wants what the technol-
ogy can accomplish

Technology is a source of
fun

Computer Self-Efficacy about using
unfamiliar technology

Low compared to peer
group

High compared to peer
group

Learning Styles for learning new tech- | Process-oriented Tinkerer
nology
Information Processing Style for | Comprehensive Selective

gathering information to solve prob-
lems

Attitude towards Risk when using
technology

Risk-Averse

Risk-Tolerant

Table 7.1: Cognitive style facet values for the Abi and Tim GenderMag personas

SubgoalQ: Will <persona> have formed this subgoal as a step to their overall goal?

(Yes/no/maybe, why, what facets are involved in your answer).

ActionQ1: Will <persona> know what to do at this step? (Yes/no/maybe, why,

what facets...).

ActionQ2: If <persona> does the right thing, will s/he know s/he did the right

thing and is making progress toward their goal? (Yes/no/maybe, why, what facets...).

Previous research utilizing the GenderMag method has demonstrated that addressing issues identified
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during GenderMag walkthroughs leads to more inclusive software [[Vorvoreanu et al.]. In addition, several
commercial and open-source software teams have successfully implemented GenderMag to identify and fix
cognitive biases in their products [Burnett et al.| |c; (Cunningham et al.; Mendez et al.; Shekhar and Marsden].
Further studies have analyzed the software solutions made following GenderMag evaluations, resulting in
a set of "best practices" for gender inclusive design, particularly in the areas of information processing
and learning styles [Steine-Hanson et al.]. Additionally, research by the GenderMag team has shown that
integrating an inclusiveness perspective into computer science education not only enhances student retention
but also fosters more inclusive design solutions, suggesting that increased awareness of inclusiveness issues

promotes inclusive software and more equitable work environments [Garcia et al.|.



7.3 The GenderMag Framework in BCI tasks

In this section, we will leverage insights from the GenderMag personas to analyze the gender gap observed
in BCI performance. Our goal is to propose design modifications to BCI systems that could potentially
close this gap. Given that GenderMag highlights differences in cognitive styles, we propose that cognitive
biases, rather than gender biases, underlie these performance gaps. The bulk of research indicates men
often exhibit lower performance in BCI tasks, therefore, our analysis will concentrate on cognitive biases
associated with the "Tim" persona, which embodies the cognitive styles commonly attributed to men. We
will begin by examining the facets motivation, self-efficacy, and learning styles, which have evidence in the
BCl literature for impacting performance. Following this, we will explore information processing styles and
attitudes towards risk, aiming to identify additional potential cognitive biases in BCI systems. Through these
examinations, we aim to suggest effective BCI design changes that enhance inclusiveness and performance

across genders.

7.3.1 User Motivation

As discussed in the background section, user motivation appears to be a significant factor influencing BCI
performance [Herbert; Jeunet et all |a]. Many studies have found a positive correlation between higher
motivation levels and improved BCI performance. However, this does not tell us why a user might be
motivated in a BCI experiment. According to the GenderMag method, individuals with cognitive styles
similar to Tim’s are motivated to explore and learn all available functionalities of a system, even if these
functionalities are not necessary to complete their task [Burnett et al, |dla]]. On the other hand, individuals
with motivations akin to Abi are more focused on using technology solely to complete the task at hand.
These differing motivation styles could significantly impact BCI experiment results and partially explain
the gender gap in BCI performance. BCI experiments are highly directed and task-focused [Lotte et al., b]],
aligning more closely with Abi-like motivations. Therefore, individuals with motivations similar to Abi’s
may report higher motivation scores in BCI experiments, contributing to their higher performance.

If people like Tim are motivated to fully explore a system’s functionality, how can we support these
motivations in BCI experiments and systems to improve Tim’s BCI performance? One approach is to in-

corporate dedicated “free-play time,” allowing users to explore and familiarize themselves with the BCI
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Select

AT

Figure 7.1: An SSVEP interface with areas of potential interest to Tim highlighted. Figure adapted from
Allison et al.l Yellow boxes indicate areas where Tim may ask “what happens if I focus here?” In this case,
focusing on the “A” will not produce any output, but may motivate Tim by learning additional features of the
system. Pink box indicates a system component that Tim may be motivated to ask further questions about
to learn about its functionality.

system. For instance, in an SSVEP setup, users could be given five minutes before experimental tasks to
explore what happens when they focus on different parts of the user interface (Figure [7.1)). Alternatively,
experimenters could provide comprehensive training on all aspects of the system, including potential use
cases and extensions. Encouraging users to ask questions about the system’s functionality and applications
can also be beneficial for these users. However, inclusivity is a balancing act, and Abi’s motivations also
need to be kept in mind when designing inclusive solutions. For example, Abi may not value free-play time

before the experiment, so such time should be optional based on user preference, rather than mandatory.
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7.3.2 User Computer Self-Efficacy

As highlighted in the background section, the cognitive facet of self-efficacy consists of a user’s confidence
in using a system and their locus-of-control. Previous research in BCIs has demonstrated that user con-
fidence, measured by mastery confidence and incompetence fear, significantly impacts BCI performance
[Jeunet et al. [aj [Nijboer et al. [a]. Studies have shown that higher levels of mastery confidence are as-
sociated with improved performance, while increased incompetence fear is linked to lower performance
[Nijboer et al., [a]. Additional research has indicated that computer anxiety is also negatively correlated with
BCI performance [Jeunet et al., [aldlic]. This suggests that a high level of confidence in using technology

generally leads to better performance in BCI systems.

Regarding locus-of-control, researchers have found that a high locus-of-control is associated with im-
proved BCI performance [Wood and Kober]]. Interestingly, Tim’s persona exhibits high confidence in using
technology, which the literature suggests that this trait should lead to better BCI performance. However, Tim
also tends to blame the technology if things go wrong, indicating a low locus-of-control with technology
for Tim. In contrast, Abi demonstrates a high locus-of-control when it comes to technology, as she tends to
blame herself for any issues that arise with technology. This difference in locus-of-control with technology
may shed light on why men often perform poorly in BCI studies. Tim is likely to blame the BCI system or
the machine learning algorithm, rather than adjust his neural strategy to improve cooperation with the sys-
tem. Thus, Tim’s tendency to blame external factors for software issues rather than adjusting his approach
could hinder his BCI performance. However, Tim’s high confidence in using technology may actually ben-
efit his BCI performance. The conflict in these two aspects of Tim’s self-efficacy, higher performance with
higher confidence, but lower performance with low locus-of-control, may explain why gender gaps in BCI

performance are not always clear.

If the main cognitive bias around computer self-efficacy has to do with locus-of-control, how do we then
encourage users to have a higher, more internal, locus-of-control with BCI systems? One possible solution is
to offer neuro-feedback that aligns with the machine learning model’s expectations. For example, in a motor
imagery BCI system that anticipates decreases in mu power to determine motor imagery classes, providing
feedback on mu power relative to the system’s expected threshold may help improve performance. This

feedback would help users like Tim understand how their neural strategy influences the system, fostering a
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sense of control rather than assuming that the system is malfunctioning. Additionally, this approach could

enhance Abi’s performance by boosting her confidence in the effectiveness of her neural strategy.

7.3.3 User Learning Style

Previous literature from [Jeunet et all |d] indicates that active vs reflective learning styles significantly in-
fluences BCI performance, such that active learners could more efficiently learn BCI control of a motor
imagery task. Active learners prefer to "learn by doing something with information... and trying it out,"
whereas reflective learners prefer to "think things through and understand things before acting" [[of Water-
loof|. This concept of active learning resonates with Tim’s tinkering learning style, where he learns software
by experimenting with different functionalities. Based on prior findings, it seems that tinkering and active
learning should enhance BCI performance, particularly benefiting individuals like Tim, who are more likely
to be men. However, some experimental BCI setups may not facilitate active learning or tinkering due to
constraints in the experimental design.

While some BCI experiments may support learning through tinkering [Jeunet et al.l |d], not all setups
may incorporate this crucial component for BCI learning and performance. For example, in many P300 and
SSVEP BCI experiments, participants are instructed to input specific phrases into the system [Allison et al.}
Baykara et al.; Kleih et al.]. This highly structured experimental setup may restrict Tim’s ability to learn
the system, as there is limited opportunity for tinkering. Although some experiments allow users to input
their own phrases of interest, this is typically permitted only at the end of the experiment [Allison et al.].
Therefore, experimental designs should allocate time for users to tinker and explore the system, ideally
before engaging in the experimental tasks. This recommendation also aligns with Tim’s motivation facet,
where we suggested a similar solution. The yellow boxes in Figure illustrate where Tim might want to

tinker with the system.

7.3.4 User Information Processing Style

While previous research on human factors impacting BCI performance did not include information pro-
cessing style, we believe it is worth considering in this context. Exploring all cognitive styles typically

associated with men and their potential impact on BCI performance can provide valuable insights into po-
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tential solutions and identify areas for further investigation. In Tim’s case, his information processing style
tends to be selective or "depth first," meaning he usually pursues the first promising option to complete a
task until he determines its viability. In the case of BCI systems, this suggests that individuals like Tim may
adopt the first promising neural strategy they encounter. However, this strategy might not be optimal in the
long run. For example, in a motor imagery task, a user may initially focus on imagining movements broadly
on the left and right sides of the body for a task involving left versus right hand movement. However, this
approach may no longer work if additional motor imagery classes are introduced, such as foot movements.
Tim’s selective style may therefore hinder his ability to choose an optimal neural strategy, as he tends to
continue with a strategy until he determines its ineffectiveness.

One approach to supporting selective information processing styles in BCI systems is to provide users
with timely and relevant feedback on their performance and neural strategy. For example, in a motor imagery
task, experimenters could offer feedback on how the machine learning model is classifying the users’ neural
signals. Incorporating neurofeedback as well can assist users like Tim in adjusting their specific neural
strategies. More frequent feedback can help individuals like Tim receive appropriate error signals regarding
their current strategy, allowing them to refine their approach. Without such feedback, Tim may assume
that his initial strategy is effective in achieving the task. Additionally, adaptive neural decoders may prove
beneficial in enhancing BCI performance for individuals with selective information processing styles, as
these decoders can adapt to the initial promising strategy that Tim employs [Orsborn et al.]. However, it’s
essential to consider Abi’s comprehensive information processing style as well, as Abi prefers to gather as
much relevant information as possible before completing a task. To accommodate both learning styles, users
could be allowed to determine when they receive feedback, rather than having it prescribed at specific times.
For Abi, feedback may be most useful before beginning experimental tasks, while for Tim, it might be more
beneficial between trials and tasks. Overall, the feedback should provide users with an indication of whether

their neural strategy is effective and encourage them to refine or adapt their approach.

7.3.5 User Attitude Towards Risk

This final cognitive style covered by GenderMag, though not previously emphasized in BCI literature, is

worth exploring for a comprehensive understanding. Tim exhibits a high risk tolerance, meaning that failures
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Cognitive Style Evidence | BCI Performance Impact Solution

Motivation Herbert; | Tim is motivated to explore BCI sys- | Incorporate free-play time
Jeunet tems, but may not be able to explore
et al.| [a] sufficiently in experimental setups

Self-Efficacy ‘Wood Tim’s low locus-of-control with tech- | Incorporate neuro-
and nology may cause him to blame the | feedback
Kober BCI system, rather than adjust his neu-
ral strategy
Learning Style Jeunet Tim’s tinkering by learning may be | Incorporate free-play time
etal.[d] | hindered by rigid experimental con-
straints
Information  Pro- Tim’s selective information processing | Incorporate neuro-
cessing Style style may cause him to stick with a sub- | feedback

optimal neural strategy

Attitude Towards Tim’s high risk tolerance may make | Include familiar features
Risk him more robust to BCI failures, but
Abi’s low risk tolerance will not

Table 7.2: Overview of how each cognitive style may impact BCI performance, and solutions to incorporate
into BCI systems.

with technology do not deter his attitude towards technology. We hypothesize that this cognitive style
is likely to support Tim’s learning of BCI systems, as failures are unlikely to discourage him or create
a negative perception of the system. In contrast, Abi has a low risk tolerance and is more inclined to
rely on familiar features to complete tasks. Given that BCIs are still an emerging technology, much of
the user experience with BCIs may be unfamiliar. While this cognitive style may not cause performance
gaps in experimental setups, where participants are incentivized to engage with the system, thus lowering
the associated risk, it may become more relevant as BCIs are commercialized. It is therefore essential to
ensure that commercial BCI systems cater to users with low risk tolerance who prefer familiar features over
new and unfamiliar ones. Transparency regarding the system’s benefits and the average time required to
become proficient may support the needs of low risk-tolerant users [Steine-Hanson et al.. Additionally,
incorporating familiar UX elements from existing software systems, such as using QWERTY keyboard

layouts for text input, may benefit these users.
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7.4 Discussion

This perspective leverages the GenderMag method and its personas to illuminate the gender gaps in BCI per-
formance and offers insights into why these gaps were not always consistent in previous research. Since the
cognitive styles represented by the GenderMag personas tend to cluster by gender, men with cognitive styles
akin to Abi’s may not necessarily exhibit poorer BCI performance. Therefore, we propose that cognitive
biases, rather than gender biases, underlie these performance gaps.

While some of Tim’s cognitive styles are not supported in current BCI systems, there are others that
appear to benefit him in this context (see Table[7.2). Using the GenderMag method and existing literature
on human factors in BCI performance, we find that four of Tim’s cognitive styles may contribute to BCI
performance challenges: motivation for using technology, low locus-of-control with technology, tinkering
learning style, and selective information processing style. However, his high confidence and risk tolerance
may actually bolster his ability to learn new BCI systems.

Our design recommendations to better support Tim’s cognitive styles primarily focus on providing feed-
back to the user and allowing them to explore the system independently. Providing more feedback supports
Tim’s low locus-of-control (a component of computer self-efficacy) and his selective information processing
style. Existing literature on user experience in BCIs also underscores the importance of feedback in enhanc-
ing BCI performance [Jeunet et al.| [a; |Herbert; Lotte et al., [a]. Additional research exploring neuro-feedback
has also shown benefits to BCI performance in motor imagery [Zhou et al.], and SSVEP tasks [Wan et al.|.
Based on Tim’s cognitive styles, specifically his motivations and tinkering style, we also suggest incorpo-
rating exploratory time into BCI experiments. Previous work from Jeunet et al.|[b] has also emphasized the
importance of allowing users to explore different strategies, which ultimately led to better BCI learning.

In this evaluation, we primarily focused on the cognitive styles associated with the Tim persona, which
align with men’s typical traits. However, it’s important to acknowledge that gender is not binary and in-
cludes non-binary, gender-neutral, and transgender identities, to name a few. Unfortunately, much of the
existing literature on human factors in BCI performance uses sex as a proxy for gender, limiting the scope
of their analyses to a binary framework. This approach hinders the exploration of potential performance
gaps for genders beyond men and women. As we’ve highlighted, the observed performance gaps are more

likely linked to cognitive biases rather than gender biases. Therefore, designing for a spectrum of cognitive
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styles should encompass genders beyond the binary. This also underscores the need for further evaluations
using the other GenderMag personas, such as Abi and the Pats, in the ongoing development of BCI sys-
tems. Additionally, other identities, such as socioeconomic status, age, and race, may also influence BCI
performance [Hu et al.]. For BCI systems to be truly inclusive, it’s imperative we consider all identities and

cognitive styles in the design of these systems.

In the current BCI literature, men generally exhibit poorer BCI performance. However, in many software
systems, women encounter more barriers and cognitive biases due to their cognitive styles [[Burnett et al.,
c; |[Cunningham et al.; [Mendez et al; Shekhar and Marsdenj [Vorvoreanu et al]|. For example, research on
gender diversity in Open Source Software (OSS) projects revealed that over 80% of the newcomer barriers
identified are biased against cognitive styles typically associated with women [Mendez et al.]. Consequently,
there is concern that as consumer BCIs become more prevalent, the existing gender gap in BCI performance
may reverse, as current non-inclusive design practices are incorporated into BCI systems. For example,
Tim’s motivation and tinkering learning style can both be hindered by rigid experimental setups, leading
to poorer performance [Volkova* and Gusevj, |Shirzadi et al.]. Previous studies outside of the context of
BClIs have found that rigid experimental settings can induce boredom, which impacts performance and
disproportionately affects men [Wang et al., |a]. As BCI systems transition from lab settings to everyday use,
these constraints are likely to disappear, and BCI systems may start to assume that users prefer to experiment
with the system rather than follow tutorials. This shift would leave individuals with Abi’s process-oriented
learning style with sub-optimal ways to learn the BCI system. Therefore, it is crucial to incorporate inclusive

design principles through the development of consumer BCI systems [Microsoft; [Lotte et al.| jal.

The BCI studies we reviewed focused exclusively on “active” BCI systems, which demand users’ active
engagement and modulation of neural activity to use the system [Nijboer et al., bl]. Examples of active sys-
tems include motor imagery tasks, P300 and other text input systems. In contrast, passive BCIs decode user
states without requiring direct interaction. Passive systems can monitor attention, emotions, or fatigue lev-
els, among other features. Given that passive systems operate without explicit user interaction, performance
disparities in these systems are unlikely to stem from the cognitive biases discussed in this perspective.
Instead, addressing performance gaps in passive BCI systems may necessitate improvements in machine

learning models and signal processing. However, any user interfaces providing feedback for passive BCI
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systems should adhere to inclusive design principles [Microsoft].

While the strategies outlined in this perspective can address issues stemming from cognitive biases in
BCI software interfaces, challenges related to physiological differences and machine learning biases remain
significant factors affecting BCI performance. Future efforts should aim to integrate solutions addressing
these challenges, with a particular emphasis on mitigating model bias.

Future research should further investigate the role of cognitive biases in BCI systems. For one, em-
pirical studies are needed to validate whether cognitive styles indeed contribute to BCI performance gaps.
Researchers can utilize the GenderMag facets survey to assess participants’ cognitive styles and examine
if certain styles are correlated with higher BCI performance [Hamid et al[|. Additionally, future studies
exploring gender differences in BCI performance should encompass a broader range of genders beyond the
traditional categories of men and women to uncover additional potential biases. Lastly, comparative testing

of various design solutions is essential to validate the effectiveness of inclusive design solutions.

7.5 Conclusion

In summary, this perspective offers a new lens on the gender gap in BCI performance and proposes strategies
to mitigate this gap. We find evidence for low BCI performance in three of five cognitive styles typically
associated with men which may contribute to their lower BCI performance (see Table [7.2). Our recom-
mendations include allowing time for users to explore the system before engaging in experimental tasks,
and integrating neuro-feedback and other kinds of feedback into the system. While these solutions can help
address the current gender performance gap, it is important for practitioners not to rely solely on them to
improve BCI systems, especially consumer systems. Ensuring developers, designers and other stakeholders
adhere to inclusive design principles throughout the development of BCI systems is vital for creating the
next generation of human-computer interaction. If we want BCI systems to work for everyone, we need to

ensure that all identities are considered in the design of these systems.
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Chapter 8

Discussion and Future Work

As portrayed in the introduction, the goal of this thesis is to is to advance the development of BCIs that
work in people’s daily lives. While BCI systems comprise many different components, we focused on
improvements in three dimensions of BCIs — model generalizability, applicability to different contexts,
and user experience. Improving model generalizability is essential to creating BCIs that can be used by
anyone with minimal fine-tuning and minimal additional data collection. Building models that apply to
many different contexts will also help to bring BCIs out of the lab and into various real-world use cases, such
as prosthetics and mental health. Ensuring an inclusive user experience is also essential to ensure that BCls
will be accessible to everyone, not just people who’s cognitive styles match with the developer. Together,

improvements in these three dimensions can lead us towards BClIs that work for everyone, everyday.

In total, this thesis makes strides towards building BCI systems that work in real-world settings. We
showed a deep learning model that could interpret neural data during naturalistic movement, generalize
across participants, and could be adapted to different tasks, specifically movement classification and cogni-
tive states. This model presents a potential way forward to develop BCls that are robust in the real-world,
especially since this model does not require excessive amounts of data for training. We then dived deeper into
the naturalistic neural data to understand neural activity using neural manifolds. This led to insights about
the alignment of neural activity between different naturalistic reaching movements, across days, and be-
tween individuals. We also covered additional approaches for improving BCI models, with self-supervised

learning and neural manifold decoding both showing promising ways forward. Lastly, we explored how
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improving the user experience using techniques from inclusive design can also improve BCI performance,
especially for demographics that have previously shown poor performance. This work highlights the need
for not just machine learning development to bring BClIs to the real-world, but also improvements that

consider how people will interact with these systems.

Although the work in this thesis brings us closer to realizing practical, real-world BCIs, many aspects
still require development before BCIs can achieve mainstream adoption. One significant area is the transla-
tion from offline to online systems. The research presented here focused solely on offline decoding, where
data is analyzed post-collection. While this approach helps in understanding and refining neural decoders un-
der more constraints, it does not address the challenges of real-time signal processing and decision-making
that online systems require. Online BCIs must perform reliably with minimal latency under varying envi-
ronmental conditions, presenting a complex set of engineering and computational challenges that are crucial
for everyday applicability. Additionally, offline neural decoders often fail to translate to online [Gilja et al.,

a], and neuro-adaptation from the user can further complicate the neural decoding problem [Orsborn et al.].

Another significant area for development is in the dichotomy between invasive and non-invasive BCls.
Invasive methods, such as those using ECoG or microelectrodes, offer high-resolution signals and are less
susceptible to noise, making them powerful tools for precise decoding. However, their broad applicability
is limited due to the risks associated with surgical implantation. Non-invasive methods, while safer and
more practical for consumer use, often suffer from lower signal clarity and higher susceptibility to artifacts.
Balancing the benefits of invasive techniques with the safety of non-invasive approaches remains a critical
problem in BCI research. To move towards mainstream BCI adoption, future research must focus on devel-
oping robust online systems that can operate effectively in naturalistic environments, and achieve high data

quality with non-invasive or minimally invasive approaches.

In this thesis, we emphasize the benefits and use cases of generalizable, “out-of-the-box” models. How-
ever, there is a trade-off between generalized models and tailored models. While generalized models can
quickly get to functional use for many users, tailored models trained with enough data can provide better
performance for users. This trade-off is especially exemplified in Figure[3.3] where the tailored HTNet mod-
els ultimately show higher performance once they are trained with enough data. Figure [5.5] also highlights

that there is only a certain amount of neural overlap between users, indicating that generalized models may
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only be able to go so far to support all users. While it is important to ensure that out-of-the-box models
are useful for the majority of users, tailored models may still be necessary for the development of everyday
BClIs, especially for users who may be further out-of-distribution to the training data. The need for some
level of tailored models is further exemplified in Chapter [/} as it is clear that users with different cognitive
styles will want different approaches to use their BCIs. In this case, tailored models may be better able to
serve users who prefer different neural strategies than what training users often used. We imagine that future
broad implementations of BCI systems may need to initially use out-of-the-box models for all users, but will
collect data to analyze how out-of-distribution a given user is and train tailored models for users who would
benefit from them most.

In the following sections, we propose future research projects that build upon the findings of this thesis

and aim to further enhance these advancements.

8.1 Continuous Decoding of 2D and 3D Pose

In Chapter|[6] our efforts to decode complex movement features from naturalistic ECoG data were met with
limited success. This shortfall could stem from several factors, including the choice of model architectures
or inherent noise within the data. A likely cause, however, appears to be the absence of continuous temporal
predictions in the deep learning models we tested. Unlike static computational models, the brain dynami-
cally updates its internal representations and predictions throughout the execution of a task, adapting to new
information as it becomes available [Rao and Ballard; Rao et al.]. Consequently, ECoG signals are likely
to contain dynamic information reflecting the evolving state of a task. Our previous decoding strategies
primarily aimed at predicting discrete, singular event features — such as the reach angle at the extent of the
reach — rather than modeling the trajectory of movement features continuously through time. To enhance the
complexity and accuracy of naturalistic ECoG decoders, future research should focus on developing models
capable of making continuous predictions across the duration of movements.

To support this work, we developed a dataset containing continuous 2D and 3D pose labels correspond-
ing to the movement events previously identified within the naturalistic ECoG dataset (see Figure [8.T). For
the 2D pose labels, we utilized pose data extracted using DeepLabCut, as detailed in [Singh et al.|[b]. This

method estimated poses based on 9 key joint locations: the nose, both ears, shoulders, elbows, and wrists.
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Figure 8.1: Example 2D and 3D poses for future continuous decoding work. Left side shows the estimated
2D poses. Right side shows the estimated 3D poses. Top figures show an example of all estimated joints in
the poses for a single frame. 2D pose contains x and y coordinates for 9 joints, while 3D pose contains X,
y and z coordinates for 17 joints. Bottom plots show continuous joint coordinates for the right wrist. In the
case of 2D pose, we show x and y coordinates, as well as the calculated reach angle available in the dataset.
In 3D pose, we show x, y and z coordinates.
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<xarray.Dataset>
Dimensions:
Coordinates:
* events
* trial_samples
* ecog_channels
* pose_channels
* ecog_time_samps
* pose_time_samps
* feature_names
Data variables:

(ecog_channels: 98, ecog_time_samps: 16, events: 1318, feature_names: 15, pose_channels: 18, pose_time_samps: 1, trial_samples: 120)

(events) float64 3.0 3.0 3.0 3.0 3.0 ... 7.0 7.0 7.0 7.0
(trial_samples) int64 @ 1 2 3 4 5 ... 115 116 117 118 119
(ecog_channels) object 'GRID1' 'GRID2' ... 'ECGL' 'ECGR'
(pose_channels) object 'L_Ear_x' ... 'R_Wrist_y'
(ecog_time_samps) int64 0 1 2 3 456 ... 10 11 12 13 14 15
(pose_time_samps) float64 0.0

(feature_names) object 'day' ... 'shoulder_slope_mean'

ecog_data (events, trial_samples, ecog_channels, ecog_time_samps) float64 ...
pose_data (events, trial_samples, pose_channels, pose_time_samps) float64 ...
pose_angle (events, trial_samples, pose_time_samps) float64 ...
pose_quad (events, trial_samples, pose_time_samps) float64 ...

pose_wrist_disp
features

(events,
(events,

trial_samples,
feature_names)

pose_time_samps) float64 ...
object ...

Figure 8.2: Data structure for the 2D pose data in xarray format. Data presented here from ECO1. Data
contains all ECoG channels, all pose channels, calculated pose features and additional metadata about the
movement events.

The 2D labels were sampled at a rate of 30Hz, consistent with the video data frequency. To synchronize
these labels with the ECoG data, we aligned them with the pre-processed ECoG signals, which were down-
sampled to S00Hz from the original 1000Hz recording. This meant that each pose label correlated with 16
ECoG data samples, essential for continuous decoding. Due to the mismatched sampling rates between the
pose and ECoG data, we omitted one ECoG sample between each label to maintain alignment. In addition
to the x and y pose coordinates available from Singh et al.| [b], our dataset also includes continuous labels
for additional features, such as reach angle and wrist displacement. The dataset is structured as shown in

Figure[8.2] and is available upon request from the author.

While 2D pose information provides valuable insights, it captures only a limited aspect of movement
and may omit details crucial to understanding how the brain encodes movement. Fortunately, recent ad-
vancements in 3D pose estimation using a single camera [Liu et al., b|], have enabled us to extract 3D poses
from our naturalistic video data effectively. Therefore, we have also compiled a dataset of continuous 3D
poses (illustrated in Figure [8.1). To generate 3D poses, we utilized publicly available models from MMCYV,
a widely recognized open-source library for computer vision that offers a straightforward interface for run-
ning model inference on video data [MMCV]. Specifically, we employed their default human3D pose model,
MotionBERT [Zhu et al.], to perform inference. The output pose data is stored in the Human3.6M format
[Tonescu et al.], providing pose information for each individual detected in the video. Alignment of the
3D pose data with the ECoG recordings follows the same procedure as with the 2D data, ensuring consis-

tency in temporal correlation. Additionally, considering the presence of multiple individuals in some video
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segments, we implemented a processing pipeline to maintain consistent tracking of the same individual
throughout each video. To optimize computational resources, we limited our inference runs to two-second
video clips centered on movement events previously identified in|Singh et al.| [b], rather than processing the
entire continuous video dataset. This targeted approach allows us to focus on the most relevant data while

conserving computational efforts.

We have successfully developed datasets for continuous decoding; however, future work still needs to
design suitable neural decoders. We suggest enhancing the HTNet architecture by incorporating LSTM
layers to achieve this. The CNN layers of HTNet could serve as feature extractors on the ECoG data, with
the extracted features subsequently processed by LSTM layers to capture dynamic temporal information and
historical context from the ECoG signals. Additionally, we recommend developing models that only contain
LSTM layers to help assess the intrinsic value of the feature extraction process in our neural decoders. Future
work may also want to explore transformers for continuous decoding, as transformers have demonstrated
substantial gains in predicting sequential data [Islam et al]. Developing neural decoders that effectively
handle continuous pose information in naturalistic movements represents a significant advancement in BCls,

moving us closer to creating devices that are practical and effective in everyday environments.

8.2 Decoding Cross-Participant Generalization with Neural Manifold Align-

ment

As shown in Chapter [5] naturalistic neural data contains low-dimensional manifolds during movement con-
trol. This chapter also established that the linear neural manifolds extracted with PCA showed more align-
ment than chance between participants. Future work can leverage this low-dimensional manifold informa-
tion to build neural decoders that use neural manifold alignment techniques to achieve cross-participant
generalizability. Chapter [6] showed some work on neural manifold alignment with CCA, but this did not
result in useful decoding performance. Future work should therefore explore additional manifold alignment
methods, including non-linear techniques, and apply these to a variety of naturalistic movement decoding
tasks. Future work should also measure how the manifold estimates change with different alignment tech-

niques and test how much data is needed to achieve reasonable performance with manifold alignment. An
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overview of the suggested future work is shown in Figure [8.3]
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Figure 8.3: Overview of suggested work for manifold decoding of naturalistic ECoG.

161



8.2.1 Manifold Estimation Methods

In Chapter [5] we calculated estimates of the neural manifold using PCA. However, many other techniques
exist to estimate neural manifolds. We suggest that future work explore techniques such as Isomap and
autoencoders (AEs) to approximate neural manifolds in the naturalistic ECoG data. Additional manifold
estimation techniques may reveal new insights on the naturalistic data, especially for non-linear approaches
like AEs. We suggest Isomap because it showed slightly better naturalistic decoding performance in Mel-
baum et al., and because Isomap preserves global structure better than LEM. AEs fit nicely into the ADAN
technique suggested in section [8.2.2] and they can be jointly trained with a decoder to optimize the ex-
tracted manifold for decoding. However, AEs often have problems reaching convergence, especially with
noisy data. To handle this issue, we suggest developing denoising algorithms on the naturalistic ECoG data
before passing through the AE. All combinations of these manifold estimation methods and manifold align-
ment techniques (section [§.2.2) should be tested to see which approaches provide the most useful decoding

performance.

8.2.2 Manifold Alignment Techniques

Future work should aim to develop manifold alignment techniques for cross-participant decoding based on
the techniques seen in Chapter 2] Two linear methods and two non-linear methods are string candidates.
Procrustes Alignment and Generalized Procrustes Alignment (GPA) are suggested for linear methods. We
would suggest CCA, though the results from Chapter [f] and the requirement that the data is time locked
indicate that CCA will not work well on the naturalistic ECoG dataset. Following the work from Melbaum
et al., Procrustes Alignment seems promising, as they successfully used it for cross-participant alignment
and it is also a simple approach. However, future work could improve upon their approach by also trying
GPA, which instead of mapping onto an arbitrarily selected shape from the data, the data is transformed
onto an optimal universal shape for all data points. A generalized approach like this has the benefit if
being able to extend to more participants, rather than a paired approach like Procrustes Alignment and
CCA. For the non-linear methods, we suggest ADAN and a novel updated variation of ADAN that can
align multiple participants at once, which we call Multi-Participant ADAN or MPADAN. ADAN is a good

approach because it does not rely on the time locked constraint of CCA, and also can produce non-linear
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mappings between participants. We suggest extending this approach by training the ADAN architecture
to align and discriminate between multiple participants at once, thus also learning a generalized manifold

alignment transformation like in GPA. An overview of the ADAN and MPADAN is shown in Figure [§:4]

QOriginal ADAN Approach MPADAN Approach
Firing rates Reconstructed Firing rates Reconstructed
day 0 firing rates; day 0 day 0 firing rates; day 0
Encoder Decoder ) Encoder Decoder
Latent Latent |
- Q s e = g o1 5
: ! g pace \ . | 2 space ol
Firing rates Aligned firing 9 ,— Reconstructed aligned Firing rates Aligned firing 28 o g{ Reconstructed aligned
dayk _ rates day k L (sl WU e firing rates; day k day k rates day k & % i E"’ 5 o‘[ firing rates: day k
| ] =l 00 ) 2 [~
G g \ - 3% s of
g
. 30 b 30 .
i || e —_— —- 13 —_—
| Qg Discriminator Q0 Discriminator
5 ag 5. [ofs)
24 o0 = [<%:]
3 60 3 [=R-]
é’T' Aligner gT Aligner
m— =y Aligned firing Raconstructed firing
Time Time rates day k+1 rates day k+1
Firing rates m m [V\
day k+1 -
V™ N o iy
. . .
a VA N
Firing rates o o Aligned firing Recanstructed firing o
day k+2 . - rates day k+2 rates day k+2 .
(VA% (VA® U\

Figure 8.4: The original ADAN approach from |[Farshchian et al.| and the novel MPADAN approach we
suggest for future work. Figure adapted from Farshchian et al..

8.2.3 Test Manifold Alignment Decoders on Naturalistic ECoG

After building up implementations of the five manifold alignment techniques, we suggest testing how useful
each approach is for neural decoding. These techniques should first be tested in a simple move vs rest clas-
sification, as seen in Chapter 3] For this classification task, we suggest using the same HTNet architecture as
in Chapter [3] and [Peterson et al.| [b]], which will take in the aligned manifold data as input. We also suggest
comparing to simpler models, such as random forests and small feed-forward neural networks, to see how
much the CNN model improves performance. After testing the neural decoders on this simpler task, we
suggest trying more complex tasks, such predicting 2D and 3D pose information during the course of the

naturalistic movements as suggested in section [8.1]
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8.2.4 Compare Neural Latent Dynamics Between Alignment Techniques

After extracting the neural manifolds and training the neural decoders, we suggest performing interpretabil-
ity analyses on the learned manifold spaces. First, we suggest exploring how jointly training the manifold
estimate along with the neural decoder influences the learned dynamics. This can be explored through the
ADAN approach by training an unsupervised version, which only focuses on the alignment step at train-
ing time, and a supervised version, which jointly trains the ADAN alignment and the AE estimating the
manifold with the classification or regression task. Exploring these differences in the latent dynamics will
likely reveal important task-relevant features. Second, we suggest exploring how the manifolds learned in
the generalized alignment approaches (GPA, MPADAN) differ from their paired counterparts. Exploring the
differences in the latent dynamics of the generalized models will likely give insight to any universal brain

dynamics between participants.

8.2.5 Test Minimum Amount of Data Required for Alignment

Lastly, we suggest testing how little data these techniques can use by slowly reducing the amount of data
used in the manifold alignment step. Since one motivation of this work is the generalization of these models
in real-world contexts, seeking out the minimum amount of data needed for alignment is crucial. Across all
five manifold alignment approaches, we suggest trying varying amounts of data from the new participants,

starting with as much as 1200 events, and working down to as few as 10.
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Tailored Same

Hyperparameter
Decoder = Modality
Dropout Rate 0.69 0.34
Temporal Kernel
64 24
Length (K1)
Temporal Filter
20 19
Count (F1)
Separable Kernel
56 88
Length (K2)
Spatial
Dropout Type Dropout
Dropout 2D
Number of
240 240
Estimators
Maximum Depth 9 6

Table A.1: Optimal parameter values from hyperparameter tuning. Parameter values are shown for
the hyperparameter tuning run with the highest accuracy on the validation data. We tuned hyperparameters
separately for tailored decoder and same modality conditions. The first five parameters are for HTNet and
EEGNet decoders, while the last two are for random forest decoders; the minimum distance decoder we used
had no trainable parameters. Note that we used the same exact trained decoders for the same and unseen
modality conditions; only the test set differed.

HTNet EEGNet Random Forest Minimum Distance
Tailored Decoder 117.7 (89.4) 66.4 (49.8) 12.2 (8.0) 6.9 (5.7)
Same Modality  430.3 (173.1) 185.0 (63.6) 99.6 (12.8) 247.7 (33.2)

Table A.2: Training times across decoder types. The average training time, in seconds, to train each
decoder is shown with standard deviation in parentheses. While HTNet takes that longest time to finish
training in both conditions, it still takes only a few minutes to train.
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(A) HTNet/EEGNet hyperparameter tuning (tailored decoder)
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Figure A.1: Most hyperparameter selections do not greatly affect decoder performance. For each
condition, we performed 100 selections of six hyperparameters for HTNet/EEGNet decoders (A-B) and
25 selections of 2 hyperparameters for random forest (C-D). We estimated performance using accuracy on
a validation dataset, averaged over the 36 data folds. Blue dots indicate the parameter values for the trial
with the highest validation accuracy in each condition. In general, our hyperparameter selections do not
substantially alter decoder performance, except when selecting model type (HTNet vs. EEGNet).

HTNet EEGNet

Tailored Decoder 55.0 (32.5) 72.1 (46.9)
Same Modality 9.6 (8.8) 6.6 (8.3)

Table A.3: Number of epochs during training for neural network decoders. The average number of
training epochs are shown for HTNet and EEGNet decoders with standard deviation in parentheses. Because
both HTNet and EEGNet had early stopping criteria during training, the number of epochs used during
training varied across runs. In general, both decoders trained over a similar number of epochs. Interestingly,
same modality decoders needed fewer than 10 training epochs on average, far fewer than the number of
training epochs during tailored decoding.
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(A)  Tailored decoder (B) Generalized decoder, (C) Generalized decoder,
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Figure A.2: HTNet can compute a variety of spectral measures. HTNet’s Hilbert transform layer allows
us to compute instantaneous power, phase, and frequency measures that can be used for decoding. During
tailored decoding, relative power and phase performed significantly worse than all other measures used
(p < 0.01 for all; Wilcoxon signed-rank test with false discovery rate correction). For same modality,
we only found a significant difference between instantaneous frequency and relative power. In the unseen
modality condition, relative power, phase, and log power each performed significantly different from the
other measures (p < 0.01), with relative phase having the highest test accuracy. Our findings indicate
that relative power and phase are sub-optimal measures for decoding within our ECoG dataset, but they
generalize well across recording modalities.

Power Log Power  Relative Power Phase Frequency
Tailored Decoder 117.7 (89.4)  112.8 (77.3) 69.9 (42.1) 485.0 (458.7)  549.6 (508.3)
Same Modality  430.3 (173.1) 431.0(199.9) 367.3(54.6) 1393.1 (601.9) 1311.7 (450.9)

Table A.4: HTNet training times when different spectral measures are used. The average training time,
in seconds, to train HTNet is shown when different power, phase, and frequency measures are used (standard
deviation in parentheses). While all spectral power measures result in similar training times, instantaneous
phase and frequency take approximately four times as long to train.
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Figure A.3: HTNet decoder performance as the number of training events varies, separated by fine-
tuning approach. The relationship between test accuracy and the number of events used for fine-tuning
is shown separately for each of the four fine-tuning approaches: (A, E) temporal convolution (Temp),
(B, F) depthwise convolution (Depth), (C, G) separable convolution (Sep), and (D, H) all trainable lay-
ers (All). Each fine-tuning approach is compared to the performance of a randomly-initialized, tailored
decoder trained on the same test participant data. Logarithmic lines of best fit are shown for each decoder
type, with shading indicating the 95% confidence interval of the slope. Dots denote the single fold test
accuracy when trained on either 17%, 33%, 50%, or 67% of available data.
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Power Log Power Relative Power Phase Frequency
Tailored Decoder 55.0 (32.5) 46.8 (24.8) 17.4 (10.2) 55.0(43.2) 57.5(37.7)
Same Modality 9.6 (8.8) 8.0 (6.1) 8.0 (4.2) 16.1 (15.7) 12.8 (11.3)

Table A.5: Number of epochs when training HTNet with different spectral measures. The average
number of epochs needed to train HTNet decoders are shown when various spectral measures are used
(standard deviation in parentheses). For all measures except relative power, tailored decoding needs about
5-6 times as many training epochs as same modality decoding. The tailored relative power decoders used
one third as many training epochs as the decoders with other spectral measures and might have substantially
benefited from having more time to train.

(A) Fine-tuning accuracy (B) Individual performance (C) Training events v.
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Figure A.4: HTNet decoders transfer from EEG to ECoG participants. Here, we tested HTNet’s ability
to transfer from EEG to ECoG data, instead of from ECoG to EEG data as was done in the unseen modal-
ity condition. We used relative power with HTNet to transfer between recording modalities, so decoder
performance here differs from the tailored and same modality conditions when just power was used. (A-
B) Fine-tuning all layers improves upon pretrained test accuracy the most compared to the other fine-tuning
approaches. (C) Fine-tuning all layers on ~50 events results in decoders with accuracies approaching the
performance of the best tailored decoders that were trained on hundreds of events. (D-G) We also show
fine-tuning curves separated by fine-tuning approach, with each dot indicating the test accuracy of a single
fold when trained on either 17%, 33%, 50%, or 67% of available data.
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Temp Depth Sep All
Number of
532 5700 4940 12238
parameters
Same Modality 62.9(52.5) 74.8(72.8) 51.7(49.2) 66.6(54.3)
Unseen Modality
15.9 (12.0) 10.1(7.5) 104 (6.8) 10.0(5.9)
(ECoG to EEG)
Unseen Modality
107.3 (153.3) 43.9(39.5) 37.3(35.3) 53.4(48.2)
(EEG to ECoG)

Table A.6: Number of parameters and time to fine-tune pretrained HTNet decoders. The average train-
ing time for our four fine-tuning approaches is shown when training on 33% of available events (standard
deviation in parentheses). We performed fine-tuning separately on HTNet’s temporal (Temp), depthwise
(Depth), and separable (Sep) convolutions, along with fine-tuning all trainable layers (All). Despite having
2-23 times as many parameters as the other approaches, fine-tuning all layers doesn’t substantially increase

training time on average.

Temp Depth Sep All
Number of
532 5700 4940 12238
parameters
Same Modality 29.8 (17.5) 66.2 (41.8) 54.8(32.9) 30.8(18.4)
Unseen Modality
83.4(78.0) 51.0(55.6) 70.8(71.2) 25.8(38.1)
(ECoG to EEG)
Unseen Modality
53.0 (66.4) 28.8(23.8) 29.4(22.0) 12.0(11.0)
(EEG to ECoQG)

Table A.7: Number of training epochs when fine-tuning pretrained HTNet decoders. The average num-
ber of training epochs during HTNet fine-tuning is shown when training on 33% of available events (standard
deviation in parentheses). We separately fine-tuned HTNet’s temporal (Temp), depthwise (Depth), and sep-
arable (Sep) convolutions, along with fine-tuning all trainable layers (All). While fine-tuning individual
convolutional layers took a similar number of training epochs, fine-tuning all trainable layers only required

about half as many training epochs on average.
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Figure A.5: Decoder training times and epoch numbers for various number of training participants.
(A) As expected, average training time across folds increases with the number of training participants (shad-
ing shows 95% confidence interval). While all decoders take under five minutes to train, HTNet’s training
time is substantially higher than the other decoder types when many training participants are used. (B) The
number epochs needed for training increases slightly with more training participants, but always remains
below 20 epochs on average (shading shows 95% confidence interval).
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Chapter B

Appendix Two

Appendix for Chatper [5] - Neural Manifolds of Human Intracranial Recordings During Naturalistic Arm

Movements
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Figure B.1: Average VAF across the naturalistic movement data dimensions show that the neural man-
ifolds are consistently low-dimensional. VAF was calculated by getting the mean variance across the two
remaining data dimensions. A) Manifolds across the different days remain consistently low-dimensional,
with 80% VAF at k = 10 dimensions for all days but day 5, which has a dimensionality of 11. The VAF
for each day is averaged over both participants and movement types. B) Manifolds for each participant
are also low-dimensional, with the lowest dimensionality at 5 for participant PO6 and the highest at 14 for
participants P05 and PO8. The VAF for each participant is averaged over movement types and days.
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Figure B.2: Average VAF in the experimentally-controlled data shows that the experimentally-
controlled neural manifolds are even lower-dimensional than the naturalistic movement data. A) The
VAF by movement type in the experimentally-controlled data shows that the manifold dimensions are quite
small. All of the five finger flexions in the dataset have a dimensionality of 7. B) The VAF by experimentally-
controlled participant is also quite small, with most participants showing 80% VAF by dimension 6.
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A) Naturalistic Frequency Bands VAF B) Cross-Movement Neural Dissimilarity
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Figure B.3: Neural manifolds in the naturalistic movement data remain low-dimensional and more
aligned than chance across frequency bands. A) VAF across frequencies remains low dimensional in
the naturalistic movement data. The lowest dimension across frequencies is 8 for LFO, and the highest
dimension is 11 for Low Gamma. B) Cross-movement neural dissimilarity is still lower than chance across
all frequency bands. The higher frequency bands tend to show show slightly lower neural dissimilarity (LFO
mean = 0.199, std = 0.078; Alpha mean = 0.174, std = 0.078; Beta mean = 0.142, std = 0.063; Low Gamma
mean = 0.086, std = 0.048; Gamma mean = 0.080, std = 0.046; High Gamma mean = 0.106, std = 0.055;
Overall mean = 0.131, std = 0.077). C) Cross-day neural dissimilarity follows a similar trend, with all
frequency bands well below chance and higher frequencies showing less dissimilarity (LFO mean = 0.189,
std = 0.070; Alpha mean = 0.160, std = 0.066; Beta mean = 0.111, std = 0.056; Low Gamma mean = 0.080,
std = 0.043; Gamma mean = 0.079, std = 0.041; High Gamma mean = 0.105, std = 0.050; Overall mean
=0.111, std = 0.056). D) Cross-participant neural dissimilarity is also lower than chance across frequency
bands, and still slightly higher than cross-movement or cross-days comparisons (LFO mean = 0.478, std =
0.051; Alpha mean = 0.431, std = 0.051; Beta mean = 0.388, std = 0.061; Low Gamma mean = 0.351, std =
0.062; Gamma mean = 0.358, std = 0.054; High Gamma mean = 0.378, std = 0.046; Overall mean = 0.397,
std = 0.070).
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Figure B.4: Experimentally-controlled data also shows low-dimensional well aligned neural manifolds
across various frequency bands. A) The VAF from PCA on the six frequency bands has low dimension-
ality (highest K = 10, lowest K = 5, where 80% of variance is accounted for). B) Cross-movement neural
dissimilarity on the experimentally-controlled data is below chance on all frequency bands, with higher fre-
quency bands showing lower neural dissimilarity (LFO mean = 0.168, std = 0.041; Alpha mean = 0.116, std
=0.039; Beta mean =0.100, std = 0.032; Low Gamma mean = 0.058, std = 0.018; Gamma mean = 0.056, std
=0.030; High Gamma mean = 0.080, std = 0.029; Overall mean = 0.096, std = 0.050). C) Cross-participant
neural dissimilarity on the experimentally-controlled data is also below chance across frequency bands, and
also shows a similar trend for higher frequency bands (LFO mean = 0.431, std = 0.042; Alpha mean =0.374,
std =0.062; Beta mean = 0.334, std = 0.064; Low Gamma mean = 0.327, std = 0.061; Gamma mean = 0.325,
std = 0.068; High Gamma mean = 0.336, std = 0.062; Overall mean = 0.354, std = 0.071).
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A) Naturalistic Movement Data Pose C) Experiment Data Pose Correlation
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Figure B.5: Pose correlation does not show a significant relationship to neural dissimilarity. See
Section [Movement Similarity] for details on how we calculated the pose correlations. A) Overall pose data
correlations vs neural dissimilarity for all participants in the naturalistic movement dataset. Comparisons
are highly clustered by participant. Each dot represents a bootstrapped sample of 80% of the participants
data. Pose correlation on the y-axis is the average correlation between poses in the pairwise movement
comparisons. For example, one dot may represent the average correlation between all leftward reaching
pose data and all rightward reaching pose data. Neural dissimilarity is calculated the same as the rest of the
paper. B) Broken up plots of the pose correlation vs neural dissimilarity for each participant. The pearson
r-correlation for each participant is overlaid in each plot. There is no consistent trend in r-score across
participants, indicating that there is no clear relationship between neural dissimilarity and the movement
behavior. C) Overall pose data correlations vs neural dissimilarity for all participants in the experimentally-
controlled dataset. Participants in the experimentally-controlled dataset also show strong clustering. D)
Broken up plots of the pose correlation vs neural di qj'milarity for each participant in the experimentally-
controlled dataset. Correlations are also inlaid on each participants subplot.
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Figure B.6: The experimentally-controlled dataset shows the highest average contributions from oc-
cipital, rolandic and angular regions. ROI contribution weights ordered by median weights. Weights are
averaged over participants, movements and the PC dimensions.
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